iy

KN ‘l’!v

NASA CONTRACTOR
REPORT

NASA CR-1792
2
A
o |
P
>
>
m

A CONCEPTUAL STUDY OF THE
SSV/GN&C SYSTEM DATA BUS

by G. E. Proch

Prepared by
HOUSTON AEROSPACE SYSTEMS DIVISION

LOCKHEED ELECTRONICS COMPANY

Houston, Texas
Jor Manned Spacecraft Center

NATIONAL AERONAUTICS AND SPACE ADMINISTRATION < WASHINGTON, D. C. = AUGUST 1971



e el

O e

' TECH LIBRARY KAFB, NM

oo

LT

1. Report No.
NASA CR-1792

2. Government Accession No.

3. Recipient’s Catalog No.

4. Title and Subtitle
A CONCEPTUAL STUDY OF THE SSV/AN&C SYSTEM DATA BUS

5. Report Date
August 1971

6. Performing Organization Code

7. Author(s)
G. E, Proch

8. Performing Organization Report No,

9. Performing Organization Name and Address

Houston Aerospace Systems Division
Lockheed Electronics Company
Houston, Texas

10. Work Unit No.
675-30-72

11. Contract or Grant No.
NAS 9-51901

12. Sponsoring Agency Name and Address

National Aeronautics and Space Administration
Vashington, D. C. 20546

13. Type of Report and Period Covered

Contractor’s Report

14. Sponsoring Agency Code

15. Supplementary Notes
None

16. Abstract

and analysis presented under three basic subjects:

o System Data Requirements
o Data Management Considerations

o] Data Communication Techniques.

Data requirements for the SSY mission are estimated.

data reliability for a minimum hardware constraint.

features and technical characteristics are stated.

The development of a time-shared data bus concept compatible with the SSV/GN&C System functional

and operational requirements is reported. The concept evolves from discussion, tradeoffs,

Data classes are developed to facilitate
their management and transfer. Communication techniques are evaluated to obtain an acceptable
Specific recommendations of data bus

A data bus interface assembly is proposed.

17. Key Words (Suggested by Author(s})
Space Shuttle

Guidance and Control

18. Distribution Statement

Unclessified - Unlimited

Dats Bus
19, Security Classif. {of this report) 20. Security Classif. {of this page) 21. No. of Pages 22, Price”
Unclassified Unclassified 189 $3.00

-
For sale by the National Technical Information Service, Springfield, Virginia 22151

NASA — MSC







-

T

B i g

L

ACKNOWLEDGMENT

The active interest and support of the Electronic Systems Section directed
by Mr., E., S, Chevers encouraged preparation of this report. In particular,
the many discussions with Mr. G. O, Miller and Mr. P, E, Sollock with the
NASA/MSC provided an objective basis for the study topics.

iii






TABLE OF GONTENTS

INTRODUCTION
GN&C SYSTEM DATA REQUIREMENTS

GN&C System Punctions

System Location on the SSV

Operational Data

Classes of System Data

Estimates of System Data Rates

Comparison of Data Estimates with Apollo/LM
Data Word Length

Timing Signals

Summary

No o o e N SRR

lw)
b .
-3
fi=J

MANAGEMENT CONSIDERATIONS

1. Data Bus Control
2. Address Structures
3. Data Format

4. Special Signals

5. Summary

DATA COMMUNICATION TECHNIQUES

1. Word Error Rates
2. Channel Error Probasbility
1. White Gaussian Channel
21, Noise Burst Channel
3. Error Control Techniques
1. Majority Vote of Independent Channels
2. Majority Vote of Redundant Transmissions
3. Error Detection Coding
4. Error Correction Coding
5 Error Detection Coding and Retransmission
6 Data Feedback
7 Evaluation of Error Control Technigues



Table

03O0 VW
.

O

Y
- O
.« .

12.

—_ - -
[T N

LIST OF TABLES

System Operation by Mission Phase

Estimated Data Words for Each System

Estimated GN&C System Data Words by Mission Phase
Estimated GN&C System Data Rates by Mission Phase
Comparison of Data Words Between Equivalent IM
Systems and SSV Systems

Qrantity of Measurement Types in LM-4

Possible Magnitude of Data Words

Effective Information Rate of Various Address
Structures

Example of Data Subclasses for Improved Address
Efficiency

Typical Data Format Characteristics

Nominal Mission Timelines

Bit Error Probability for White Gaussian Channel
Conditional Bit Error Probability for a Noise
Burst Chamnel

Effectiveness of Error Control Techniques on a
White Gaussian Channel

Attributes of Error Control Techniques

viii

Page

12
25
27
28

31
32
35
45

48
55

68
T4

89
90



Sre

e

INTRODUCTION

Inherent advantages arising from a common bus for transfer of

data between systems has led to their increased use on aerospace
vehicles, In addition to probable physical reductions in weight,
volume, and power, a data bus offers potential advantages that
include flexibility to additions or modifications of vehicle
systems, standardized systems interfaces, and improved reliability
arising from fewer interconnecting wires. The latter qualities
were termed 'potential®! since they are constrained by the
capability designed into the data bus. In this sense, it is a
fortunate circumstance that the SSV is presently in a conceptual
state and not well defined., Concurrent conception and development
of the SSV data bus precludes the possibility of a tailor-made
data bus tied to a rigid system structure. Instead, the data

bus capability must be based on general requirements, a general
knowledge of spacecraft systems, and the types of signal data
likely to be transferred. Such a basis will result in =

responsive and flexible data bus system.

General requirements of the SSV data bus were stated by the Space
Shuttle Vehicle (SSV)/Electronics Integration Task Team

in the form of ground rules, constraints, and guidelines (Ref. 1).
Requirements relevant to the data bus as extracted from the

reference consist of:

. "Commands for operation of the spacecraft system shall be

executed by a redundant time-shared data bus system, ... "



"Systems will utilize, where possible, automatic in-flight
isolation and system safing with manual override., ..., "
"Built-in status and test capability will apply to GSE as well
as spacecraft subsystems."

"The prime mode of sequencing and configuration moding shall
be agutomatic, but capability shall be provided for override

by the flight crew.”

"Standardized electronic interface systems shall be developed
that interface with a standardized redundant multiplex data
bus system."

"Electronic systems should be designed to fail operational
after failure of the two most critical components and to

fail safe after the third failure."

"Subsystem performance evaulation shall utilize operational

stimuli whenever possible. ... "

In essence, these general requirements can be summarized for the

data bus as follows:

1.

A redundant, time-shared data bus system shall be used for
transfer of all SSV system data.

4 standard electronic assembly shall interface between the
data bus and all users.

The data bus and standard electronic assembly shall have the
following inflight capability:

a, self-testing with operational stimuli

b. generate operational status signals



c. automatic failure isolation and system safing by
re-configuration subject to crew override

d. a fail operational-fail operational~fail safe performance.

The extensive requirements for status monitoring and fault
detection, isolation, and re-configuration applies to all systems.
Hence, the data bus must accommodate the large quantity of data
characteristic of these housekeeping functions as well as the
basic functional mode, command, and measurement data. Specific
data requirements involves consideration of many complex and
dependent factors pertinent to the operational and functional
elements of each SSV system. The reported study pertains to the
conception of a GN & C System data bué; an integral part of the
S8V data bus system.

A conceptual study of a suitable data bus is a complex task., The
data bus will be an application of existing communciation techniques
and can be treated solely as a communication problem. This approach
would probably impose constraints on or perhaps compromise the GN & C
System capabllity. The implicit requirement for a data bus that

is subordinate to and compatible with the GN & C System suggests

an alternate approach. The approach would isolate and separately
consider those factors dependent on the GN & C System from those
factors dependent on data bus operation. The purpose of the data
bus is to provide a vehicle for transfer of specific data at
particular rates during certain mission operations. Thus, the

data, data rates, and flexibility are dictated by the GN & C System,
The technique used to transfer the data is a communication problem,
where the desire for reliable and error free data transfer will be

compromised by hardware requirements and the operating environment.



The report has been organized for detailed treatment of these
separate factors, their combined effect, and a compatible

solution. The objectives of this report were:

e Investigate GN & C System data requirements

® Determine required communication characteristics of the
data bus.

e Evaluate communicatlon techniques compatible with the
GN & C System requirements

e Recommend a data bus mechanization for the GN & C System.

Section 2 reports the data requirements which define a baseline
system., The investigation considers factors depenlent on the

GN & C System such as: mission phases, system functions, probable
system mounting locations on the vehicle, an operationzl philo-
sophy, classes of data, estimates of word size, the quantity of
data and data rates. The estimates are compared with signzl lists

prepared for the Apollo/IM spacecraft.

Section 3 considers the data mansgement interface between GN & C
System units and the data bus, This phase of the study considered
the baseline system, the control and flow of data, address
structures and their efficiency, data frame format, and special

data control signsls.

Section 4 evaluates the capability of wvarious communication tech-
niques to provide an acceptable error rate., The acceptable error
rate is computed from stated criteria. The performance expected
of different signslling and error control techniques on Gaussian

and noise burst channsls 1s presented, Carrier systems and baseband



systems are discussed relative to the EM environment to qualify
the selected technique, A method of multiplexing the data and

auxilisry signals is proposed.

Section 5 summarizes the principal study results, Specific

recommendations of preferred data bus techniques and requirements

are enumerated. A standard data bus interface assembly consistent

with the recommendations is presented. Issues that were not
satisfactorily resolved or addressed in this study that require

future attention are indicated.



2.1

GN & C SYSTEM DATA REQUIREMENTS

This section will be concerned with identification and discussion
of those factors dictated bylthe GN & C System and its operations
that have impact on a data bus. These factors generally relate
to data volumes and data rates since the data bus serves only

as a vehicle for the transfer of data, The concern will focus

on the diverse and variable nature of the data and its trans-
mission rate with respect to mission and system operations,

The objective of this concern will be to organize the GN & C data
to facilitate its management and transfer in an efficient

and practical manner by a data bus system,
GN &C System Functions

The SSV avionics performs a variety of functions during orbital
or atmospheric operations. The scope of the SSV mission and
subsequent complexity of the avionics required to perform

the mission has motivated interest in an integrated avionics
system. A substantial move to integrated avionics can be
realized through use of a common data bus to service each

system unit. & published functional diagram of a candidate
integrated system is presented in Figure 1, (Ref, 2) The

key elements in the proposed system are the two central computers
titled with their primary program functions, The computers are
primary users of the data bus by virtue of their substantial

role in all facets of system operation. In fact, data requirements

of the GN & C system have resulted in consideration of a computer
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or at least a data processor dedicated to this purpose. A dedicated
GN & C computer or data processor allows treatment of its data

bus as a separate entity. A4 data bus developed for dedicated
service to the GN & C system would have sufficient flexibility

to accommodate either a centralized or a dedicated computer

system with modifications limited to data bus capacity and

address structures, Consequently, the remainder of this

report will assume a dedicated data bus for the GN & C system.

A GN & C system performs a number of functional operations
categorized as combinations of éensing, computation, and control.
1Sensing' refers to measurements of actual wvehicle state from
phenomena which are independent of the computation and control
functions, 'Computation! refers to processing sensed vehicle
state with respect to a reference state to determine required
changes in vehicle state, The 'control! function effects required
changes in vehicle state by generating actuator state commands
for appropriate actuators in accord with their actual states.
These functions are illustrated in Figure 2, The sensors and
actuators employed are dependent on primary flight varigbles and
critical parameters encountered in the mission subject to
technological constralnts in measuring or effecting control of

these quantities.

A reasonable complement of sensors for the SSV mission is illustrated
in Figure 3. The basic functions of each system are obvious and

will not be discussed. Topics of interest to the data bus are

the system operational modes, the number of individual units that
comprise each system, and the number and types of signals for

each unit.
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2.2

Table 1 lists system operation by mission phase. In terms of

active systems, the entry and transition phase will require the
largest number of 'on-line! systems. Otherwise, the Ton-line!?
systems will be about half the total and characteristic of either
orbital or atmoshperic flight, Contimious operation of the

inertigl system, computer, and flight controls will be required.

The table also indicates a near balance in the total number of active

sensor systems in relation to actuator systems.
System Location on the SSV

Although each system has a unique function, it could consist of
individual and separate units due to its function or the use of
redundant systems, A likely location of these system units

was inferred from reported studies. (Ref. 3 and 4) Figure 4
indicates the physical.location of system units on the MSC orbiter
vehicle, The exclusive location of sensor units in the nose portion
of the vehicle is noted whereas actuastor units will be in the nose,
central, and tail regions, Recognition of these locations coupled
with the basic GN & C functions resulted in proposed use of a

dual redundant data bus: a sensor-computer data bus, and

an actuator - computer data bus. (Ref, 5) Although the

referenced dual data bus offers certain advantages, it will not

be considered further in this report.

Figure 4 lists 45 separate system units; 8 sensor units, 1 computer
unit, and 36 actuator units. 4 minimum amount of cabling would
be realized by routing the data bus to each of these units and

treating each as individually addressable units. An alternative

11



TABLE I.- SYSTEM OPERATION BY MISSION PHASE
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2.3

would be to group units of the same system by their physical
location with each group treated as an individually addressable
station. This alternative is illustrated in Figure 5 and would
require only 20 addressable stations: 7 sensor units and

13 actuator units. The reduction of addressable units

was realized by the grouping of reaction control thrusters, aero-
dynamic surfaces, and rocket engines as shown. The alternative
reduces the number of interface - local processor assemblies
required at the expense of routing short cable assemblies from
the common local processor to each unit operating fromthe station,
The net reduction in active components realized by the unit
stations is desirable and will be assumed in the remainder of this

report,

The number and types of signals for each station are difficult
to establish with precision due to the dependence on and
subsequent assumptions regarding a variety of system considerations.

The remainder of this section is devoted to this subject.
Operational Data

Although the reasons for employing a particular system is beyond
the scope of this report, the system operating signals are of
prime importance, These operational signals convey either
functional data or housekeeping data. OCharacteristics of these

data are dependent on the specific system techniques and hardware

employed., With these systems in a conceptual state, the characteristics

must be estimated. Reasonable estimates can be obtained by

14
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extrapolating system data obtained from Apollo hardware
manuals and the general literature to fit the needs of the SSV.
Certain system development options presently being studied
elsewhere will be briefly discussed to form a basis for the

data estimates.

The SSV will undoubtedly employ the techniques and an updated
generation of hardware which proved successful in the Apollo

program, Items of particular significance to the data bus were

the reliable "fly-by-wire" operation and the extensive computer
activity in fault detection, system safing, and display computations.
The SSV requirements in Reference 1 express an increasing volume

of computer activity for fault detection, isolation, and recon-
figuration. These auxiliary computer activities have considerable

impact on the data bus as discussed below.

A typical system unit requires perhaps from 8 to 16 basic functional
signals: 5 to 10 mnde control signals and 3 to 6 input and/or
output signals. These signals characterize the composite output

or action of many components as well as the measurable or
controllable quantities. The purpose of fault activities is to
maintain confidence in operational integrity, to prevent unsafe
conditions from occuring or at least persisting, and to provide

information for fault circumvention.

Fault activities are usually discussed in terms of detection, iso-
lation, and correction. Fault correction, as used here, signifies
disabling of the failed component and enabling redundant components

to maintain the initial capability. These activities require

16



descriptive information on components, component assemblies,
sub-assemblies, units, and systems., The permutations of faults
increases rapidly forcing a compromise in fault tolerant
capability. The level of compromise is related to the amount of
hardware and computer capacity allocated to this function, With
computer access via a data bus, the data bus capacity represents
an ultimate limit on the rate of information available to the
computer or crew for fault activities, The limit can be increased
by processing fault signals within each system and communicating
only the processed results over the data bus. (The processed
results possess more information content than the "raw" un-
processed data which increases the "symbol" information rate, ac-
cording to information theory.) The central processor would
evaluate this information weighed by similar information from
other on-line systems to maintain an overview of vehicle

operation.

The existence of a processor within each system may be necessary
for reasons other than the data bus. These "local processors"
may in fact be small digital computers in the complex optical and
inertial systems and perhaps the jet engines. In addition

to the operational and technical advantages of local processors,
contractural interfaces are explicitly defined since the systems
contractor must solve the unique computational needs of that
system, The existence of local processors substantlally reduces
expected interface data between the systems and

central computer, particularly for fault activities.

17



If local processors develop into small scale digitsl computers,
the need could arise for transfer of an erasable memory. Since
these data would be infrequently comminicated, the additional

demands on the dats bus would be readily accommodated.

With this background, the operational data will be estimated
relative to the typical station structure illustrated in Figure 6.
The basic elements of the structure consist of 1) a standard
interface, 2) buffer storage, 3) a local processor, and 4) the
basic system or unit components. Note that neither unit grouping
or redundant components are shown. The data bus and standard in-
terface serve as a vehicle for the transfer of 211 signals into
and out of a unit. The buffer storage serves as temporary
storage of these signals to avoid synchronous unit operation

and provide data on demand without local interrupts. The

local processor interfaces all signals as required and serves

as a local authority on unit operation. The unit simply

executes the commands issued by the local processor. These
commands include fallure isolation and correction by power
switching. Additional discussion of other details on Figure 6

is deferred until later, The interest here is the organization
of all possible data into descriptive classes for efficient

data management and transfer, The organization will also
facilitate estimates of system data rates and provide insight

on the distribution and usage of data classes.,

18
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2.4

Classes of System Data

The primary motivation for organizing system data into classes
can be attributed to the advantages in data management and
transfer. Various classes of data inherently exist within
the GN & C System. Identification of unique classes provides
the means for resolving such areas of concern as data bus
compatibility, flexibility, and efficiency., In addition, the
classification standardizes the data peculiar to any or all
systems with minimal address requirements intermnal to a
station as demonstrated in Section 3, These desirable attri-
butes are clearly dependent on the choice of signal classes,
The choice must reflect data rates since data bus capacity

represents a basic and ultimate limit,

The operational data was previously discussed in terms of
functional data and housekeeping data., Consideration reveals
the functional class to be of low to moderate data volume and high
data rates while the housekeeping data will be of moderate to high
volume and require relatively low data rates. These class
distinctions are characteristic of a system but do not differen-
tiate between the inherent needs of different systems., The
needs of each system will be emphasized by division of the
functional data into mode, input, and output classifications
along with division of the housekeeping data into status,
fault, and load classifications. These classes are defined
as follows:
MODE: Digital words composed of discretes that 1) commands or
designates the mode of system operation, 2) flags
output signal data, 3) flags internal faults, and

L) controls unit power.

20



INPUT: Basic functiongl digital data required by the unit
or system that originates elsewhere,

QUTPUT: Bgsic functional digital data originated within the
unit or system that is required elsewhere,

STATUS: Normal operational housekeeping digital data
originated within the unit or system for display
elsewhere,

FAULT: Failure data originating within a unit or system that

indicates 1) the isolated area, 2) the suspected
component, and 3) the internal corrective action
for crew and/or computer evaluation or override.
LOAD: Erasable memory constants for the local processor
that originates by crew input, central computer
memory, or uplink data.
These data classes are inclusive of all possible system data,
relate directly to system data rates, and distinguish between
data used exclusively within the GN & C system from that
generated within the GN & C system for external use. The con-

tention that these classes possess the desired qualities will be

supported by a discussion of thelr use.

The MODE data will consist of a couple of digital words per
station at most. These data provide central control of vehicle
configuration, go/no-go type information on the operation and
integrity of the unit or system, and the capability for external
crew aided fault isolation and correction. The low volume,

high information content of this data provides rapid alerts to

the central computer of changes in system or unit status.

21



The distinction between INPUT and OUTPUT data provides for
independent transfer of these data to accommodate different
systems, For example, sensor systems generally require desig-
nated INPUT data only for initializing conditions and provide
measured OUTPUT data thereafter. In contrast, an actuator
system receives INPUT commands and feedsback current actuator
states via OUTPUT data for the next computation cycle. The
MODE, INPUT, and OUTPUT data comprise all functional data

required for routine system operation.

The STATUS information pertains to routine operation but need

be transferred only when a useful change in data has

occurred. The central computer will be informed of this event
by the status signal flag discretes in the MODE data. Upon re-
ception of the status flag, the central computer can call the

ST ATUS data immediately or assign the event (and unit) a
priority for later call dependent on other computer activity.
This feature acts as a local editor of the low information
content, and slowly varying signals in the STATUS classification.
The feature still allows routine scheduling and transfer of

these data upon call from the central computer.

The fault correction flag discretes in the MODE data function
similar to the status flag discretes. The fault flag discretes
inform the central computer of any unit fault activity by
assignment_of a priority related to the fault consequences.

The fault flag discretes will be retained in the MODE data

22



until specific central computer reset commands are

received. In the interim period, the central computer

relays the fault priority and unit address to the crew display,
assesses the fault priority in relation to other activity, and
eventually calls FAULT data for computer and crew evaluation.
If the unit fault correction resolved the difficulty to

crew satisfaction, the corrective action and associated
components are recorded and the failure flag discretes are reset
by crew action. If the unit correction was inadequate, inef-
fective, or unsatisfactory to the crew, external fault evaluation
and correction will be provided by the power control discretes
in the MODE data with results of each action inherently con-
tained in the STATUS and FAULT data available on call. The

crew activity persists until the problem is resolved and a

fault flag reset command 1s received.

The LOAD data anticipates the need for an erasable memory in
the local processor as previously discussed. The data will
be infrequently commuinicated and does not impose a problem to

the data bus.

The preceding discussion demonstrates utility of the six classes
of data and local status and failure editing. The net effect

of this organization was to reduce time occupancy of the

data bus by comminicating data on the basls of need as
determined at the central and local levels. The exlistence of

a time varying need arising from vehicle activity, various com-
binations of functional data, random failures, etc., will be
compatible with the outlined system and data bus operation.
Further evaluation will be presented‘based on estimates of the

data volume and data rates of each system.

23
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Estimates of System Data Rates

Estimates of GN & C system data were obtained by considering

the basic functional operation, the functional data signals,

and speculating on the number of status signals required for each
system, Additional data were included for those systems with
separate units, as previously discussed., The estimates derived
from this procedure are listed in Table 2., FAULT and LOAD

data were not included since they will be infrequently communi-
cated and not significantly affect the data rate., It should be
noted that two words were included in each INPUT and OUTPUT

data for registering of a "time to go" and an "elapsed time"

which will be discussed in paragraph 2.8,

The percent of the total words represented by the entry for

each row snd column were included for comparison. The

volume of dats is virtually balanced between sensors and actuators
for all entries. The STATUS data entries exceed the functional
entries for each system. The functional data constitutes 40%

of the total data. Equivalent data for Apollo/LM was determined

to be 44% of the total as reported in Appendix A.

If FAULT and LOAD data were included, the functional data would
total from 20 to 30% of all data. Since the MODE data
constitutes only 7% of the total data, it will provide an effi-
cient means of central control and awareness by reducing data

bus time occupancy.

The quantity of data required for each mission phase was ob-

tained through combination of the estimated data words per system



TABLE II.- ESTIMATED DATA WORDS FOR EACH SYSTEM

Func- Total % of

Mode Input |Output tional | Status System | Total
SENSOR SYSTEMS Words { Words | Words Words | Words Words Words
Optical 8 14 16 38 60 98 n%
Horizon Sensor 2 6 7 15 20 35 L%
Rendezvous Radar 4 6 7 17 20 37 L%
Inertial 8 11 16 35 80 115 13%
Navigation Radar 4 8 10 22 30 52 6%
Air Data System 2 9 17 20 37 4
Approach/Landing
Aigs 8 7 10 25 60 85 10%
Total 36 58 75 169 290 459 53%
ACTU ATOR SYSTEMS
Flight Controls 10 - 14 2/ 60 84 10%
Reaction Control 4 34 - 38 40 78 9%
Rocket
Propulsion 1 20 20 41 40 81 9%
Docking Gear 1 - - 1 2 3 0%
Jet Engines 4 16 20 40 40 80 9%
Aerodynamic
Control Surfaces 3 8 8 19 30 49 6%
Landing Gear 2 6 6 14 20 34 4%
Total 25 84 68 177 232 409 L7%
GN & C SYSTEM 61 142 143 346 522 868 100%
% of Total Words 7% 16% 16% 40% 60% 100%
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(Table 2) with all active systems for each mission phase

(Table 1). The results are presented in Table 3. The
prelaunch phase column includes all data and was uséd as a
reference for other mission phases. The entry and transition
phase requires 82% of the total data to accommodate the
similtaneous need for operation of orbital equipments and the
standby state of atmospheric equipments. Landing will be the
second most active phase requiring 62% of the total da%a,

also divided equally between sensors and actuator systems. The
estimated data volume varies with mission phase from 37% to

82% of the total system data.

The data volumes of Table 3 were used to estimate the data rates
of Table 4. These estimates were obtained by employing the
sampling rates characteristic of A4pollo systems for each data
type (Ref. 6). Thus, all functional sensor system data

were assumed updated at1 sample/second with the actuator
system data updates at 17 samples/second. A1l STATUS data
were assumed updated at 1 sample/2seconds. Note that the
sampling rates can represent an average rate for the data

of each class. The system data rates were calculated for word
lengths of 20 bits and 25 bits to provide some indication of
sensitivity to word length. The additional 5 bits can be
considered representative of total address requirements. On

a percentage basis, the additional 5 bits will be insignificant.

A maximum data rate of 55KBPS was obtained from the procedure

outlined. The entries of Table 4 show the data rate to vary from
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TABLE III.- ESTIMATED GN & C SYSTEM DATA WORDS BY MISSION PHASE

o
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Sensor Systems:
MODE 36 10 22 20 14 12 24 14 22 14
INPUT 58 17 39 31 23 17 45 25 32 25
OUTPUT 75 25 49 39 30 23 58 35 45 35
Functional Data
(@b-total) 169 52 110 Q0 67 52 127 T4 99 T4
Status Data
(Sub-total) 290 100 | 190 | 160 | 120 | 100 | 219 [ 130 | 190 130
Actuator Systems:
MODE 25 15 14 15 14 15 22 17 19 19
INPUT 84 54 34 54 34 34 78 24 30 30
OUTPUT 68 3. 14 34 14 14 62 42 48 L8
Functional Data
(Sub-total) 177 103 62 103 62 63 162 83 97 97
Status Data
(Sub-total) 232 140 | 100 | 140 | 100 | 102 | 210 | 130 | 150 150
Total:
Functional Data 346 155 172 193 129 115 289 157 19 171
Status Data 522 240 290 300 220 202 420 260 340 280
A11 Data 868 395 462 493 349 317 709 417 536 451
% of Total Words 100% L6% 54% 57% | 41% 37% 8% | 49%| 62% 52%
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TABLE IV.- ESTIMATED GN & C SYSTEM DATA RATES BY MISSION PHASE
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Functional Data Words:
Sensor Systems 169 52 110 90 67 52 127 7, 29 74,
Actuator Systems 177 103 62 103 62 63 162 83 97 o7
Status Data Words: 522 | 240 290 300 220 202 | 420 260 | 340 | 280
Data Rates For 20 Bit
Words: | |
Sensors |
(1 sample/second) 3.38Kl 1.04K| 2.20K| 1.80K| 1.34K  1.04K| 2.54K| 1.48Kl 1.98K| 1.48K
Actuators i 1 | , |
(10 samples/second) | 35.40K|20.60K| 12,40K!20.60K| 12,40K 12.60K| 32.40K 16.60K 19.40K}19.40K
Stat [ | | ! }
(% sample/2 seconds) | 5.22k 2.40K| 2.90K| 3.00K| 2.20K. 2.02 | 4.20K| 2.60K 3.40K| 2.80K
Total Bits/second | 44,0 K124.0 K| 17.5 Ki25.4 K115.9 K] 15.7 K 39.1 K20.7 X' 24.8 K|23.7 K
I L i ;‘ :\ | I
Data Rates for 25 ! ! ‘ ‘
Bit Words: | : ' |
Sensors : i , ‘
(1 sample/second) 4.23K, 1.30K! 2.75K; 2.25K; 1,68K 1.30K| 3.18K| 1.85K| 2.48K| 1.85K
Actuators i ; 1 ‘
(10 samples/second) 4. 25K 25.75K1 15.50K 25.75K: 15,50K|  15,75K 40.50K|20,75K| 24.25K |24, 25K
Status ' ! ' g
(1 semple/2 secomds) | 6.52K 3.00K. 3.62K! 3,75k 2.75K 2.53K| 5.25K| 3.25K| 4.25K| 3.50K
Total Bits/second 55.0 Ki 30.1 K|21.9 K|31.8 K 19.9 K| 19.6 K|48.9 K|25.9 K;31.0 K{29.6 K
r‘ ! '1 ) |
% of Maximum Rate 100% . 55% ' 40% | s8% | 37% 36% | 89% | ki 1% | 54k




36% to 89% of the maximum rate as a function of mission phase.
The relative demands of each mission phase are similar when

compared on the basis of data volume to those of data rates.

The 55KBPS data rate is as valid as the assumptions required

to obtain the estimate. The most sensitive assumptions were
the sampling rates. The 10 sample/second rate assumed for all
functional actuator data was predicated on the use of a digital
auto-pilot where the data signals occur within the control loop.
The assumed sampling rate would be sufficient for control
bandwidths up to perhaps 3 Hz, a reasonable value. If these
arguments are not applicable, the data rates would be sub-
stantially reduced. For example, if all data were arbitrarily
assumed transferred at a 1 sample/second average rate, a 25 bit
word would require a maximum rate of only 21.7 XKBPS, In contrast,
Reference 2 states a 30KBPS data rate for the GN & C system

based on "conservative assumptions and large factors of safety”.

The maximum expected system data rate 1s critical only if it
approaches data bus capacity. In addition to the GN & C system
dependent data, Section 3 will discuss the data required for
address and redundant transmissions. These additional data

wlll require an increased bus capacity. The use of a 1MBPS
signalling rate will provide a capacity in excess of any con-
ceivable situation except 'raw' sensor data processing. The

use of local processors for such processing eliminates this
situation. Hence, a 1MBPS signalling rate will eliminate concern

for a precise knowledge of system data rates or their uncertainty.
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2.6

Comparison of Data Estimates with Apollo/LM

A detailed study of GN & C System signals was conducted for the
Apollo/IM spacecraft. (Ref. 7) Signal lists were compiled for
all GN & C assemblies of LM-4 from Level 3 drawings prepared

by Grumman Aircraft Engineering Corporation. The detailed

lists are included in this report as Appendix A. The LM
assemblies were arranged into systems for comparison with
corresponding SSV systems. Table 5 lists the data words
tabulated for a LM spacecraft assuming use of a data bus.

The SSV estimates compare reasonably well except for the
Optical and Flight Control systems. The discrepancy between
Optical systems was expected from the more complex require-
ments on the SSV. The unfavorable comparison between the
Flight Control listings is due to the inclusion of display data
in the LM tabulation while including such data in the SSV STATUS
class. Using LM data as a base, the comparison indicates

the SSV data estimates to be reasonable, but may be low.

An additional check on estimated data volume was obtained from
Reference 8 which contains a tabulation of the quantity of
measurement types in LM-4. The tabulation does not distinguish
between measurements used exclusively within a system and those
for external use. Hence, it is not known if all measurements
were intersystem signals. The information seems to be useful
and is presented in Table 6. It is interesting to note that
609 of the 1128 total measurements (54%) were performed

within the GN & C System. These measurements include func-
tional and housekeeping data and should provide a rough com-
parison with corresponding SSV estimates. By eliminating the

122 discrete events, the remaining 487 measurements should
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TABLE V.- COMPARISON OF DATA WORDS BETWEEN EQUIVALENT IM SYSTEMS
AND SSV SYSTEMS

M Ssv
SYSTEM Mode | Input | Output | Status || Mode | Input | Output (Status
Optical 1 - 2 - 8 14 16 60
Horizon Sensor(a)
Rendezvous Radar 2 2 19 7 A 6 7 20
Inertial 2 18 23 7 8 11 16 80
gzgif?ﬁ%on ' 2 - 6 8 4 8 10 30
Air Dat?a)
System
ippr?g?h Landing
ids
Flight Controls 13 59 yva 18 10 - 14 60
Reaction Control| 6 28 7 66 4 34 - 40
Rocket Propulsion 8 41 20 64, 1 20 20 40
Docking Gear(a)
Jet Engines(a)
Aerodynamic C?n—
trol Surfaces(®)
Landing Gear(a)
Totals:
Class 34 148 121 170 39 93 83 330
Functional 303 215
Housekeeping 170 330
Operational 473 545

NOTES: (a) ©No equivalent LM system.
(b) LM Landing Radar Data
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TABLE VI.~- QUANTITY OF MEASUREMENT TYPES IN IM-L

- B o
g o+ o [}
Q] + W ot o
Hel g oo |B |y
g 80 s |® P
(@] % E H o O o <
. . . o 'Rk ol e ealEal $
=122 . .2 (s=25 8ak %.ﬁg.a"ggg =
sle g S g | 258 S EHAE R BT B | S
MEASUREMENT | @ | © |< |< |8 |& | = |G B|Ra momMZro%‘cE =9
Voltage 35| 77 | 41| 2| 12| 53 61| 281 42| &} 93 13| 18| 455
Discrete 3115 | 411 141 12 39 7| 129 31] 20| 42| 13 21 71 237
Event
Pressure 91 10| 22 41 14 55
Combination 2 17 19 121 4| 8 1 A
Temperature| 2 11 6] 51 8 1 23 8| 1 1 33
Quantity 19 19 22
Frequency 4 4] g 1 8 17
Position 1 1 1 4 2 9
Velocity 3 3 3 9 9
Current 6 8
Power 5 7
Rate 2l 2 2 4
Resistance/ 5 5
Continuity
Phase 1 1
(Unknown) 26 | 26 L 17 73] 27 40| 58 27 225
Total 44,1118 [ 1170 33| 59| 134] 1044l 609 119l 991210 13 50| 28 | 1128
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approximately correspond to the total SSV data less the MODE
data which amounts to 807 words. Allowing for the 9 LM

GN & C systems and the 15 SSV systems, an average of 54 measure-
ments per system will be obtained for each vehicle. A&lthough
this result is probably due to coincidence, the comparisons
indicate the estimated data volume for the SSV is reasonable

and consistent with the techniques employed on the LM spacecraft.
Data Word Length

The data rates were estimated for assumed word lengths of

20 and 25 bits. The SSV data word length has not been

decided but will probably be larger than the 16 bits used

in the Apollo Guidance Computer. The data word length

within a system will be determined by measurement and compu-
tation preclisions. Transfer of the data word between systems
will require additional bits for addresses and data instructions.
These subjects will be elaborated on in Sections 3 and 4.

The interest here is to establish bounds on the magnitude of

the SSV data word length for this report.

A lower bound on the SSV data length would be the Apollo word
lengths. The Apollo Guidance Computer employed a basic 16 bit
word: 14 magnitude bits, 1 sign bit, and one parity bit.
Certain data internal to the computer was operated on in

double or triple precision. Other data was transferred between
the AGC and assemblies in pulse form with resolution more than
that of a 14 bit magnitude data. These data included transla-
tional velocity increments, gimbal angle increments, gimbal
torquing signals, and radar range measurements. Transfer of

these and other data on a data bus will require a word length
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2.8

commensurate with the maximum value and desired resolution.

Table 7 lists the dynamic range of various data words as determined
from known mission requirements, physical limitations and

hardware capability. For example, the least significant

bit entered for coarse angle data is comparable to 3 minute

synchro data. From these considerations, a data word of 20 bits
would appear ample for all transferred data exclusive of address
and instructions, Hence, the word lengths assumed for estimation

of data rates are justified.
Timing Signals

In addition to the operational data, timing signals for clock
and synchronization will likely be transferred on the data

bus. The LM signals listed in Appendix 4 include one or more
timing signals in one-third of the total intersystem signal
groups. 7 of the 9 LM/GN & C systems required timing

signals. These timing signals were required to strobe pulse
data between systems, torque gyros, and for synchronism with the
PIPA loops and power supplies. These requirements will not
apply to the SSV since data will be transferred as digital

PCM to a local processor that will generate the unique torquing
and/or synchronizing signals of that unit. However, most
methods of data transfer are not self-clocking and will

require bit sync. Assuming a bit sync will be required, it can
be usefully employed to coordinate events between systems as

discussed below.

34



TABLE VII.- POSSIBLE MAGNITUDE OF DATA WORDS

I Data | Data
. Maximum LSB Mag- Mag-~
, _ DATA_ Value _ | Resolution [nitudel Sign|nitude Commrent
TIME
Mission time | 12,3days 1sec. 20B | None| 20B |7 day mission
Time teo go 4 .3min. .N01sec. 18B | None| 18B Assumed .001 second
resolution
Elapsed time 4.3min. .N01sec. 18B | None{ 18B Assumed .001 second
resolution
Event time 17.5min. .001sec 20B | None| 18B Assumed .001 second
resolution
ROTATION
Coarse sngle | 360deg. 2.6min. 13B | 1B 14B | Typical 3min. syn-
cK?o data
Fine angle 360deg. 9.98ec. 17B | 1B 18B |2 speed (1X end 16X)
synchro date
An%ular 82deg/sec .005deg/sec| 14B | 1B 15B | Selected gyro drift
velocity rate
TRANSLATION
Geocentric 8388Km 8m 20B | None| 20B | 2010Km orbital
range altitude
Orbital 2097Km 2m 20B | None| 20B
altitude
Radar range 2097Km 2m 20B | None| 20B
Orbital 1.04Km/sec 1cm/sec 208 | None| 20B
velocity .
%tat%onigeping 10.2m/sec 1em/sec 19B { 1B 11B
ngocg ylng
= - S -
ANALOG SIGNALS
Voltage 1 unit 0.1% 10B | 1B 11B | Precision analog
Current 1 unit 0.1% 10B | 1B 11B | Precision analog
Resistance 1 unit 0.1% 10B | None| 19B [Precision analog
Temperature 30000C 30C 10B | 1B 11B
Pressure 2N0upsi 2psi 10B | None| 17B |Precision analog
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A complication arising from a time-shared data bus will be
the coordination of an event between two systems or stations.
For example, use of optical data for inertial platform align-
ment requires simultaneous optical and inertial angle data
readouts at a specific time to eliminate time dependent errors.
A less severe problem will occur during an uncoordinated
firing of thrusters which causes small but undesired trans-
lational and rotational forces due to inherent time delays.
These delays can be eliminated by transferring the 'time to
go! of an event and a central clock along with other data
pertinent to the event to each station involved in the event.
The 'time to go' and clock provide a flexible means of gener-
ating simultaneous gating signals within different stations.
In anticipation of events generated within a station, an
'elapsed time' data word would also be useful in coordinating
or evaluating events as well as providing a differential time
for estimation or computation of derivatives and integrals of
the station OUTPUT data.

A reasonable time resolution of these data words would be

0.001 seconds/bit in contrast to the AGC time resolution of

0.01 seconds. A 20 bit data word will allow up to 17.4 minutes
of differential time between transfer of a scheduled event

and occurrence of the event. This feature not only coordinates
an event, it also eliminates the need for precise bus scheduling
and frees the bus during critical events for status and fault
monitoring. The expected utility of these data words led to
their inclusion in each unit INPUT and OUTPUT data as stated

in paragreph 2.5.
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2.9

The central clock signal would be continuously supplied to
all data bus stations. The clock rate would be identical to
the bit rate for bit sync. Down-counters would derive the

1 millisecond timing signal and other timing signals from
the clock signal within the interface assembly as shown in
Figure 6. The clock signal and data signals can be multi-
plexed onto the data bus., An alternative technique would
synchronously modulate a sinusoidal clock signal (or a clock
harmonic) with the serial data stream to realize a coherent
commnication system in which the clock can be extracted from
the modulaied data signal. These possibilities will be dis-
cussed in detail in Section 4. For the present, it will be
assumed that a clock and a data channel will be required to
avoid undesirable delays associated with a time shared data

bus.
Q.
Summary

The section was concerned with identification and discussion
of GN&C System factors that have impact on a data bus. A
data bus dedicated to GN&C System service was assumed to
isolate its requirements from those of other SSV systems.

A data bus developed for dedicated service will have suffi-
clent flexibility for operation with either a centralized

or a dedicated computer system.
A candidate GN&C System was discussed. The System was com-

posed of 15 systems: 7 sensor systems, 7 actuator systems,
and a GN&C Data Processor. These systems consist of 45
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separate units located on the MSC Orbiter Vehicle. Grouping
units of the same system in a common location resulted in 20
individually addressable stations. The SSV mission was cate-
gorized by 10 distinct phases with the active systems noted
for each phase. The entry and transition phase will impose

the greatest demands since it requires 11 active systems.

GN&C System operational data were organized into classes to
obtain a standard form for data management and transfer that
satisfies the needs of all systems. The total operational
data were discussed in terms of functional data and house-
keeping data. Thne proposed functional data classes were
termed MODE, INPUT, and OUTPUT. The proposed housekeeping
data classes were termed STATUS, FAULT, and LOAD. System
operation was discussed in terms of these classes. The use
of STATUS and FAULT flag discretes within the MODE data was
proposed as a means of reducing data bus time occupancy by
commmnicating data on the basis of need. These flag discretes
will effectively edit the data internal to a station and alert
the data processor to internal change and the subsequent need

to call for these data.

Data requirements were estimated for the MODE, INPUT, OUTPUT,
and STATUS data. FAULT and LOAD data were not included since
they will be infrequently communicated and not significantly
contribute to data rates. The data requirements were obtained
by estimating the quantity of data words per system for each
system class, combining these quantities for all active systems

for each mission phase, and applying Apollo DAP sampling rates
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to the total data quantity of each cléss. The computations

were performed for a 20 bit and 25 bit word size. The 20 bit
word was shown to be sufficient for all data magnitudes by
considering the dynamic range and resolution requirements of
many variables. The 25 bit word was considered representative

of the transferred data to include address and instruction bits.
A 25 bit word will require a 55.0 KPS signalling rate for all
data. The data rate varied from 36% to 89% of the maximum

data rate by mission phase with a 48.9 KBPS rate during entry

and transition. The proposed 1 MBPS signalling rate will provide

a capacity in excess of any conceivable situation.

The estimated SSV data was compared with equivalent data com-
piled for the Apollo/IM spacecraft. The comparisons indicated
the estimated deta quantities to be reasonable and consistent

with the techniques employed on the LM.

The use of 'time to go! and 'elapsed time' words was proposed
to compensate for inherent time delays in a time-shared data
bus. The data would be included in each unit INPUT and OUTPUT
data as a flexible means of coordinating events in separate
stations, eliminating precise bus scheduling, and providing a
free bus during critical events. The implementation would
require a central clock continuously supplied to all stations.
All timing signals, including bit symc, would be derived from

the clock signal.
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DATA MANAGEMENT CONSIDERATIONS

The previous section discussed GN & C System operation to establish
data requirements and characteristics. The data bus system must
interface with the GN & C System and transfer the data in a

manner that satisfies the data requirements. There are two

basic functions performed by the data bus system; data management
and data transfer. The data management function consists of the
interface, format, scheduling, and other aspects involving

control of the flow of data. The data transfer function conveys
the data format between stations in response to control by dates
management, The data management function will be considered in

this section.

Data Bus Control

For lack of a specific system structure or operational plan, it
will be necessary to consider certain aspects of data management.
The flow of data could occur in only three ways; from data pro-
cessor to a station, from a station to the data processor, or
from station to station. The need for two-way data transfer
between the data processor and any station is obvious. The

need for station to station data transfer is a distinct
possibility, Although such data were not identified in Section 2,
the LM data in Appendix 4 lists system to system data between

5 of the 9 GN & C systems. These data could be transferred
directly from station to station or routed through the data
processor. The first alternative implies that each station be

provided with the capability to gain access to the data bus and
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address the station of iriterest. The capability could be
realized by providing each station with the circuitry required
to capture a polling signal in accord with an established
priority schedule and that required to generate or store the
other station addresses. The resulting interface complexity
would exceed that of the other alternative which provides
essentially the same capability. Routing all station to station
data through the data processor would require only temporary
storage within the data processor in addition to the two-way
data transfer capability. The station to station data transfer
via the data processor requires the minimum redundant hardware.
Although the bus time occupancy will be double for these data,
the transfer of all station to statlon data through the data

processor will be preferred for its simplicity.

The preceding arguments suggest the data processor serve as

a central authority in controlling bus access., Assignment of
this authority to the data processor will be logical since

it must interface with all stations, maintain cognizance of
vehicle configuration and activity, and will be the primary

user of the data bus. This policy will simplify the station
interface hardware since the station need only respond when
interrogated. The data processor will be more complex since

it must be programmed with the data rates, the source addresses,
and the destination addresses. The complexity will basically

be in the software with the necessary redundant hardware confined
to the data processor. The resulting arrangement will be
consistent with requirements for automatic mode and configuration

control.
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3.2

The scheduling of data transfer is beyond the scope of this
report due to the dependence on computer structure, operation,
and its programs. It is reasonable to assume that a rigid or
repetitive schedule would be unlikely. In fact, the existence
of two or more asynchronous computers ensures interleaving of
input and output data characteristic of the active program in
each computer. Thus, the transfer of variocus data to or.from
any station will probably follow a pseudo-random schedule. A
time-shared data bus responsive to these needs should attempt
to minimize its time occupancy. A low time occupancy reduces the
possibility of data backlogs with their attendant scheduling

complications and effects on computer operations.

Data bus time occupancy can be reduced by employing a high
signalling rate, editing unnecessary data, and providing an
efficient address structure. The TMBPS signalling rate and
flag discretes for editing were discussed in Section 2. Address

structures will be evaluated in the following paragraph.
Address Structures

The efficiency of an address structure can be measured 1n terms

of address length compared to data word length. A&n efficient
address structure must provide the desired operational flexibility
with a short address length. The use of instruction bits will be
neglected here and considered in subsequent paragraphs. Two
extreme address structures that provide an upper and lower

bound on address efficiency are evident. One extreme would

assign a binary address to each data word independent of the
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station., Such an address structure would have low efficiency
and a substantial flexibility. The other extreme would assign
only a station address and transfer all station data following
the address. This structure would be very efficient for

data transfer in large quantities but offers little flexibility.

A satisfactory structure must exist within these extremes.

With reference to the data classes of Section 2, possible

address structures would include:

1. Address a station ( then transfer all station data).

2. Address a station and a class ( then transfer that class
data),
3. Address a station, a class, and words in that class.

4. Address a station, and words within the station.

5. Address each data word.

The efficiency of these 5 address structures were computed
for a hypothetical system that exceeds requirements of the

GN & C System., The hypothetical system characteristics were:

8192 words
20 bits/word

32 stations

Total system words: W
Word length: n
Number of stations: S
C
Q

/ classes/station

gz 256 words/station

Data classes:

Data words/station:
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Data words/class
MODE data: QM= 2 words/station
INPUT data: QI = 15 words/station
OUTPUT data: @ = 15 words/station
STATUS data: Qg = 60 words/station
FAULT data: QF = 100 words/station
LOAD data: QL = 6/, words/station

The effective information rate was computed as the ratio of
information bits to information frame time for address lengths
commensurate with the hypothetical system data. Instruction bits
and pause periods were not included. The results for each

address structure are listed in Table 8,

Structure (1) where a station address would be followed by
transfer of all MODE, INPUT, OUTPUT, and STATUS data for that
station would be competitive with other structures only when
more than 75% of these data have been updated. Considering

the 20 to 1 spread in average data rates by class, the resultant

station updates would occur once every two seconds and would

be inadequate,

Structure (2) which transmits a station address and class address
followed by transfer of all data in that class has an effective
information rate nearly proportional to the percent of updated
words in that class. The effective information rate will exceed
all others when the updated words are more than 75% of the class
total. Since the words are all of the same class, they

would be updated at essentially the same time. The high



TABLE VIII.- EFFECTIVE INFORMATION RATE OF VARTOUS ADDRESS STRUCTURES

Address Structure

Effective Information Rate

(1)

(2)

(3)

(4)

(5)

Station Address

Station and Class Address

Station, Class, and Word
Address

Station and Word Address

Word Address

V-20B - nn
W 5+20 (QerQr+QotagJT ~ Q0,25 MBPS
V*20B - m_ MBPS

k[ 5+3+20(Q¢)JT ~ Q410.4

V208 _ _0.74 .
K543+ (7+200m]T  140.20 MBPS

V-20B _ _ 0,72
kL 5+(8+20)mJT = 140.18 MBPS
m

V°20B  _
—L 2L = (g, MBPS
V(13+20)T 61

NOTES:
Address lengths are commensurate with hypothetical problem in text.

1.
2.

Information rate was computed for the transfer of 'm' words to each

of 'k' stations for a total of 'V' = mk words.

Q@ and Q were not included since they will be infrequently

communicated.,

B represents 1 bit of information

T represents the bit period of 1 microsecond.
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effective information rate and elimination of the many word
address registers characteristic of the remaining structures

are sufficient reasons for preferring this structure.

Structures (3) and (4) have essentially the same effective
information rate. It should be noted that the information rate
would be significantly reduced for (3), (4), and (5) if

coding bits were included. In either event, structure (4)
would be preferred to (3) since it would not require the class

address registers.

Structure (5) would provide a constant information rate lower
than that of (3) and (4). The large quantity of system words
and the subsequent address length result in an inefficient

structure.

Of the address structures considered, a station address with
class address would provide the best efficiency and operational
flexibility with minimal address requirements. The transfer

of a 'data class' will be compatible with basic GN & C

System operation as outlined in Section 2., For instance,

all MODE data words would be transferred in a single frame.

The INPUT and OUTPUT data of any station will consist of several
words. Transfer of either STATUS or FAULT data would consist

of several distinct but related words. All LOAD data would

be transferred in a single frame. Thus, use of a station and

class address conforms to the inherent data flow within the system.
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The effective information rate of the recommended address structure
can be maintained at a high level by appropriate grouping of

data within a class to form subclasses. Each subclass

would ideally have the same quantity of data words and would
consist of data bearing a common relationship. For example, the
hypothetical problem employed the six operational classes of
Section 2. Formationof 15 subclasses as shown in Tgble 9 would
ensure a high address efficiency since the number of probable
updated words represent a larger percentage of the total subclass
data.

The subclasses can be arranged to satisfy the particular require-
ments of each station. If a station contained only from 6 to 10
INPUT or OUTPUT words, the total data class would inherently be
transferred with high efficiency and formation of subclasses would
be unnecessary. In this event, the unused subclass address

could be used for other data within the station to improve the
total data bus efficiency.

The number of class and subclass addresses must satisfy the needs
of the most complex system and station. With reference to the
estimated system data words in Table 2, and an arbitrary allotment
of 4 FAULT subclass addresses and 1 LOAD address, a 4 bit class
address would be satisfactory. Since the station address will be
5 bits, perhaps a 5 bit class address would be beneficial in terms
of employing a standard 5 bit address length and a standard
multiplexer.
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TABLE IX.- EXAMPLE OF DATA SUBCIASSES FOR IMPROVED ADDRESS EFFICIENCY

Hypothetical Problem

Improved Address Efficiency

Data Quantity Data Quantity
class of w.ords subclass of words
MODE 2 words/class MODE 2 words/class
INPUT 15 words/class INPUT A 8 words/subclass
INPUT B 8 words/subclass
OUTPUT 15 words/class OUTPUT A & words/subclass
OUTPUT B 8 words/subclass
STATUS 60 words/class STATUS A 12 words/subclass
STATUS B 12 words/subclass
STATUS C 12 words/subclass
STATUS D 12 words/subclass
STATUS E 12 words/subclass
FAULT 100 words/class FAULT A 25 words/subclass
FAULT B 25 words/subclass
FAULT C 25 words/subclass
FAULT D 25 words/subclass
LOAD 6/ words/class LOAD 6/ words/class
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3.3

Data Format

It would be instructive at this point to consolidate previous
arguments. These arguments basically emphasize the need for a
pseudo-random bus schedule of a variable data format. The

data management and multiplexing system functionally illustrated
in Figure 7 appears responsive to these needs. The existence

of buffer storage for all data to be transferred will be

assumed. Within the data processor, the storage could be by
assignment in certain cases on a station level or dedicated as
indicated by the Figure. The buffer storage would, of course,

be dedicated at each station. The data would be assigned to
buffer storage arranged in class or subclass data. These data
would include the class address word, an instruction word for

I/0 control or special operations, and all data words corresponding
to the particular class and station address. Each word would

be parallel transferred in or out of storage by computer

control. Data to be transferred to a station would be assigned

to storage and its station address inputted to the data bus
control. Data to be transferred from a station would be requested
by inputting discretes into the instruction word in the

proper class buffer storage and its station address into the

data bus control.

The data bus control generates an I/0 station schedule from
requests submitted by GN & C program control, the crew, or
other program control such as Command/Display and telemetry.
These requests could be executed sequentially in the ordsr
ricelved, by priority assignment, or perhaps simply by the

number of requests for a particular station.
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The scheduled station would acquire access to the data bus by

a parallel comparison of the station address request with

all station addresses in storage. 4&n address detection would
enable its class multiplexer and serially clock the station
address to the station multiplexer. The station address

could be checked serially in the multiplexer as it is transmittted
on the bus. Station address errors would inhibit further
transmissions and return +to data bus control for a repeat
operation. The sbsence of errors would gate the data bus I/0

channels to the class multiplexer.

Commencing with the initial station address detection, the
class multiplexer would sequentially scan each class for update
requests to form its own schedule. These requests could be
formed by a logic OR of all word storage load pulses and
inputted instructions to determine whether any of the words

in the particular class needs to be transferred. If a single
word update request exists, the entire data class would be

transferred.

After the station address has been clocked out of storage and
properly checked at the station multiplexer, the class multi-
plexer gates the I/0 station channels to the first data class
to be updated. The class address and instruction word

would be serially clocked out through the class and station
multiplexers onto the data bus. If the instructions call for
data out, the words in buffer storage would be serially
clocked out in their assigned sequence., If the instructions

call for data in, the class multiplexer inhibits the output
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channel- and enables the input channel. Upon receiving data, the
received class address would be compared with the stored
address. An error detection would repeat the stored address

and instruction words. A proper received address would gate

the received data into storage as words in their assigned

sequence, n=glecting error control procedures for the moment.

The word multiplexer sequences the word storage control signals
to inhibit internal read or write pulses during a data bus
transfer, and sequentially gates the proper I/0 chamnel to the
corresponding buffer storage point. It would be possible to
include a serial parity checker within the word multiplexer
prior to storage of inputs from the data bus. The check

would only identify errors that occurred internal to the data
processor, In addition, a word counter would identify under-
flow and overflow errors or the end of class data., The errors
would require g dump of the stored data and would issue a
repeat call for data. The end of class data would sequence
the class multiplexer to the next class data with an update

request.

The process would continue until all class update requests

are exhausted. Then, the class multiplexer inhibits the initial
station address enable which frees the data bus. The data bus
control selects the next scheduled station address and repeats

the process.
The operations performed at each station would be similar to

those in the data processor. First the received station address

would be compared with the stored address. Disagreement would
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inhibit all data into the station as well as transmissions

from the station. Upon detection of the proper station address,
the class multiplexer would be enabled. The received class
address and instruction words would generate required gating
and control signals for transfer of data between the data bus

and station buffer storage.

The operational aspects of the data management and multiplexing
techniques will provide a flexible response to GN & C

System operation., The prominent features include centralized
data bus scheduling and access control, simple and efficient
address structures, data editing, and extensive use of a few
functional circuits throughout the data system. Development

of a standard gated shift register, a word multiplexer, a 32
channel multiplexer, and a standard dat: bus interface would
satisfy the functional requirements and provide a substantial
economy. The quantity of functional circuit types for 20 addres-
sable stations, each with 16 data classes, and the data processor
would be 21 data bus interfaces, 41 multiplexers, 640 word multi-
plexers, and from 2000 to perhaps 4000 gated shift registers for
dedicated buffer storage of 20,000 to 40,700 bits., Half of

these quantities would be located in the data processor.
Redundancy considerations could perhsps be incorporated in the
functional circuit development to avoid the brute force approach
of replicating the entire function. Such considerations will
have substantial impact on the eventual multipiexing system

structure.

The variable data formatting and transfer process would proceed

in a timely and smoother manner than presented in the operational
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discussion. Assume for the moment a 20 bit interrogate word
composed of a 5 bit station address, a 5 bit class address and

a 10 bit instruction word. In addition, assume a 20 bit control
word is transmitted once each data frame. The instruction

word and control word will be discussed in subsequent paragraphs.
Despite the assumed quantity of interrogate and con*rol bits, the
effective information rate of the variable data format remsins
falrly high. Typical data format characteristics for selected

1 way data transfers are listed in Table 10,

The 1 way tranzfer of 2 MODE words represents the minimum
possible frame time of 80 microseconds and has the least
effective information rate. The 2 way itransfer of MODE
words would be a more likely procedure for effective data
processor control. A configuration and status update of 20
stations could be achieved in about 3 millisecondis, The
single station data transfer listing represents a complete
station update and could also be achleved in about 3 milli-
seconds. The transfer of MODE data and a single data class
would be a reasonsble average system data frame, Applying
this average to 20 stations reveals an average data bus time
occupancy of 6 milliseconds for a complete system update, A
system update rate of 10 per secon? corresponils to 60 KBPS
information rate which is reasonzbly close to the 55 KBPS
estimated in Section 2. From these figures, the average
data bus time occupancy would be approximately 6%. On the
average, 94% of the data bue capacity would be available to

service peak demands and repeat transmissions for error control.
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TABLE X.- TYPICAL DATA FORMAT CHARACTERISTICS

Number of 20 Bit

Data Frame Time

Effective

Data Transfer Data Format Word Transmissions (microseconds) Information Rate
2 MODE words Interrogate word 1 20
Dats words 2 40
Control word 1 20
80 0,50 MBPS
Single data Interrogate word 1 20
class of 10 Data words 10 200
words Control word 1 _20
240 0.83 MBPS
2 MODE words Interrogate word 2 40
and a single Data words 12 240
data class of Control word 1 _20
10 words 300 0,80 MBPS
Single station Interrogate word 16 320
{data of 120 Data words 120 2400
words in 16 Control word 1 20
classes 2740 0,88 MBPS




3.4

The effective information rates listed in Table 10 vary from 0.50
MBPS to 0.88 MBPS as a function of the quantity of data trans-
ferred. It should be noted that the effective information

rate increases as the quantity of data increases. This

desirable feature results from the address structure employed.
The specific limit values result from the quantity of address,

instruction, and control bits.

Special Signals

The data format discussion tacitly assumed the existence of

sync signals for frame, word, and bit control. These

signals will be generated while the data 1s being formatted.
They must be transferred in some form on the data bus for
control at the receiving station. Section 2 justified use of

a clock channel to transfer bit sync generated within the data
processor. With the data bus control located in the data processor,
the frame sync would logically be generated there. A data frame
sterts when the station address comparator output enables

tne class multiplexer and ends when the multiplexer inhibits

zhe erable signal. Hence, the class multiplexer enable signal

woulc be a natural frame sync.

The frame sync could be inserted in the clock channel. The
minimum frame time of 80 microseconds corresponds to a Nyquist
bandwidth of 25KHz. The required clock channel bandwidth will
oe dependent on the modulation or multiplexing method employed
tc insert the frame sync., These subjects will be considered

in Section 4.
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Upon detection of frame sync, each receiving station would be
alerted to the start of a data frame and enable the station
address for comparison with the received address. The frame
signal would be used either to inhibit station transmission
or to enable the station class multiplexer depending on the

outcome of the address comparison.

The word sync signals will be generated at the data source
These signals could be either inserted in the clock
channel or uniquely included in the data channel. These

possibilities will be considered in Section 4.

An instruction word was frequently mentioned in the dis-
cussion of data formatting. This word would contain control in-
formatlon needed for format, multiplexing, and error control
of the class data. The instruction word listed in Tgble 10
consisted of 10 bits assigned as below:
4 bit control instruction

= Output then input data

- Input then output data

- Output data only

~ Input data only

6 bit class data word gquantity

The instruction word would serve many purposes. By allowing
the word to be changed inflight, a number of nscessary and
useful functions could be realized, The control instruction
provides multiplexer control inf'ormation at the source and

destination stations in the modes listed.
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The 'output then input' and t'input then output! instructions
command a feedback communication mode and designztes the source
and subsequent location of data comparisons for error control.
The data feedback mode will be the nominal operating mode to
provide effective error control (see Section Z.,3). The
technique does not require coding bits whose absence throughout
the discussion may have been noticed. It will, however,

reduce the effective information rates listed in Table 10 by
onz-half as a result of the round trip data transfer. The
technique requires a special control signsl to either acknowledge
or accept the data transmissions, This signal will be discussed

below and in Section 4.

The 'output only' anl ‘'input only' instructions would result in
a single forward transmission only. This capability would be

useful for transfer of nin-—-critical data and fault isolation.

The class quantity bits constltute a means of multiplexing
control and underflow/overflow checks at the source and
destination stationz, These bits would represent the quantity
of data words in the corresponding data class and would be

in fixed memory. The quantity of data words to be itransferred

will be a useful input for control of the variable data format.

The data feedback technique will require a special control word.
The word.would be inserted at the end of a data class transfer
to signify the end of forward transmissions and command the

start of feedback transmissions. The word inserted at the end
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of feedback transmissions would initiate the source station
decision to accept or reject and repeat the transfer, Acceptance
would be acknowledged by retransmitting the control word once,
Rejectlion would be signalled by a double transmission of the

control word. Possible control word signals are discussed in 4.5.

The data feedback technique and control procedure provide alter-
nate capabilities from that described. Since the criticality

of the data class 1s known at the source station, the forward
transfer of non-critical data could be expedited by inserting

two consecutive control words to signal acceptance. Another
possibility would be to edit the detected errors by their

location and signal acceptance dependent on significance of the bit

error. These procedures could be used only for non-critical data,
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3.5

Summary

Data management considerations and thelr influence on the data
bus were discussed. Arguments were presented that justify
assignment of the data bus access control to the data processor.
The centralized control of bus access will be consistent with
automatic mode and configuration control and provides a basis
for computer control of the data bus station schedule. The
station hardware will be simplified for this arrangement since
it must respond only when interrogated. The interrogation

word would include the station address.

The effective information rate of five distinct address structures
were listed and discussed. The most desirable address structure
consisted of a station address and a data class address followed
by transfer of the total data words in the addressed class, The
address structure will be compatible with GN & C System operation
since several data words will be updated in a single station

data frame.

A particular data management and multiplexing system was discussed
to indicate the operational capability that could be realized

from procedures presented in this report. Circuit details of

the system were not included although only four redundant
functional blocks would have to be developed. The characteristics
of typical dasta formats were presented for the station and class
address structure and assumed error control techniques. A com-
plete configuration and status update of 20 stations could be

achieved in about 3 milliseconds. A complete update of a typical
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station could also be achieved in about 3 milliseconds.

A typical station transmission consisting of the

transfer of 2 MODE words and a single 10 word data

class would require about 300 microseconds. These figures
indicate an average data bus time occupancy of about 6% when
servicing 20 stations. An average effective information rate of
about 0.80 MBPS would be realized for the address structure and
assumed quantity of control and special bits., The effective
information rate increases as the quantity of transferred

data increases.

Most of the data management subjects were given cursory
treatment. Consequently, the data management and multiplexing
scheme may not constitute the eventual system employed in the
S5V, The circuit details and redundancy requirements will
certainly influence and perhaps form a constraint on data
managgement., The intent and purpose of the discussion was to
demonstrate an operational capability and to indicate supporting

signals and data that must be transferred on the data bus.

In addition to GN & C System data and address information,
several special signals and data must be transferred onthe data
bus. These special signals would be required for data control
and error controi of the data transfer process, These signals
were identified as frame, word, and bit syncs, an instruction
word, and a control signal. The function and capability of these
special signals were discussed. The technigues for multiplexing

the data and special signals will be presented in Section 4.
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DATA COMMUNICATION TECHNI QUES

The primary concern for the GN&C system data bus will be to
maintain a reliable transfer of data between stations, The
basic measure of data transfer reliability is the word error
probability. Word errors will arise from hardware fallures

and interfering disturbances encounlered in the operating
environuent, Hardware failures can be minimized by employing
the simplest communication technique. However, these techniques
are the most susceptible to interference. It is apparent that
these conflicting factors must be compromised to provide a
minimum acceptable error rate. The contents of this section
evaluate the performance and suitability of communication techniques

in different environments,

Word Error Rates

The occurrence of single and multiple bit errors during data
transfer must be anticipated with incorporation of error
detection and correction measures to maintain an acceptable

word error rate. The acceptable word error rate depends on the
nature and consequences of each specific data., GCertainly, all
data will be important and the occurrence of data errors unlesirsble,
Nevertheless, critical data must be singled out within the

total data volume for special treatment. The objective would

be to provide an acceptable word error rate for the total data
while employing special techniques for transfer of critical data.
These techniques insure that the occurrence of untimely and

disastrous events will be highly improbable.
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Critical data are related to crew safety, wvehicle integrity,

and various mission success criteris. Crew safety would be
provided for in the vehicle capability and nominal mission plan.
Failures that impair vehicle capability and large deviations
from the nominal mission would jeopardize both crew safety

énd vehicle integrity. Hence, critical data would consist of
vehicle configuration data, operational and failure data of
primary vehicle dynamics, and monitor data of consummables,
Relating these to the data classes in this report, all MODE
data will be critical while other classes contain critical data

only in zertain statiomns.

A value for acceptable word error rates can be obtained from

the nominal mission timelines and the signslling rate. Nominal
timelines by mission phase were stated in Reference 9 for a

7 day mission and a 30 day mission. These timelines are

listed in Table 11 in accord with the critical or non-critical
activities of each mission phase. The critical time periods
total 1.43 hours or 0.85% of the 7 day mission time and 1.29
hours or 0.18% of the 30 day mission time. These low operational
duty cycles indicate critical data errors will be more likely to

occur during a non-critical phase.

For a 20 bit word length and a signalling rate of 1 MBPS, an
absolute maximum of 5X‘IO4 words/second can be transferred.

Thus, the maximum quantity of data that can be transferred during
the total mission critical time will be 2.56X108 words for the 7
day mission and 2.34X108 words for the 30 day mission. Assuming
that 1 word error during a critical mission time period will be
allowed in 1700 missions, the acceptable word error probability

would be 3.9X10—12 ani 4.3X1O_12‘for the respective 7 and 30 day

missions,
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TABLE XL.- NOMINAL MISSION TIMELINES (Ref. 9)

7 Day Mission (168 Hours)

30 Day Mission (720 Hours)

Critical
Time

Non-
Criticall
Time

Phase
Time

% of
Mission
Time

Criticall

Non-
Critical
Time

Time

Phase
Time

% of
Mission
Time

Prelaunch

1.00

1.00

0.6%

1.00

1.00 ]

Launch
Burn time
Coast to
insertion

.15

.60

0.36%

.15
24D

[ Orbit
Determinstion

0.48%

1.70

Ccast

0.48%

[ 605.00

.60

0143
0.09%

Ren?ezvous
Burn time
Coast

.12

2.45%

- 8.00

Stationkeep

an’ Docking
Stationkeep
Docking
Separation
preparation
Separation
burn

.33

.M

1.41%

100.00

2,00

102.08

Inactive
Unloading
Docked stay

157.00

93.45%

Entry and

Transition
Deorbit bturn
Deorbit coast
Ent
OriQZtation
Entry
Subsonic
transition

.09

.10
.28

1.04

0.62%

.09

.10
.28

.01

0.14%

Cruise (Powered
Flight)

7

17

7

17

.02%

Landing

.17

17

.17

.17

f=ll=]

.08

Total Hours

1.43

166.61

168.04

1,29 |718.71

720,00

%4 of Mission
Time

0.85%

99.15%

0.18% | 99.82%

% of Active
Misslion Time

12.9%

87.1%

0.18%

99.82%
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Applying these probabilities to the maximum words per mission (1.98X1O9

words for the active 11 hours of the 7 day mission and 1.2%X1O11 words
for the 30 day mission), an average of 1 word error during 100-7 day mis-—

sions and 1 word error during 2-30 day missions would be expected.

The word error probability of 10~12 was obtained from very conservative
assumptions that represent a worst case. Previous considerations
indicated the data bas would operate at aboui 5% of capacity which
reduces the expected word error rate by a factor of sixteen, In
addition, worl errdes wdzce tacltly assumed to occur equally 1ikely
among all data. On this basis, critical errors would occur in pro-
portion to their ratio of the total data. By incorporating these

two factors, a maximum word error rate of 10—10 would be allowed to
satisfy the stated error criteria and the expected word errors per
mission. The 10—10 value represents a lower bound on communicstion

channel performance.
Channel Error Probabiiity

A word error probability of 10710 for a 20 bit word could be justi-
fied by the preceding analysis. The word error probability (Pw) can
be related to the channel bit error probability (Pe) by assuming
each bit to be an independent Bernoulli trial. With this assumption,
the probability of exactly i bit errors in a word can be computed

from the Binomial distribution

P(i bit errors per word) = (2) Pe1 (’I—Pe)n_l
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where n is the word length
n!

77—y are Bincmial coefficients,
it{n-i)!

and (;-1) =

In gensral, a word error results from j or more bit errors, and
the word error probability will be
P =3 (®pt (1),
w 5= i’ "e e
Thus, there are basically two approaches to obtain an acceptable
word error rate: |
1. minimize the word error subset size

2. minimize the channel error probability.

The first approach can be realized by coding the data in a
unique manner that allows detection and correction of certain
error patterns. Since this approach requires encoding and
decoding equipment in addition to the basic communication
equipment, 1t would be prudent to first determine the performance

capability of the basic equipments to establish the nzed for coding.

For uncoded data, a word error resulis when at least ons Dbit
error 6ccurs. Henze, the uncoded word error probability will be
n

_ n 1,y p yn-i
P —.E: 1(i) P, (1 Pe)

Il

1-(0) % (1-p )"

o 1dgopp 2ot (py2 ]
e 2 e
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or

P =~ nP for nP <<,
w e e

Hence, the word error probability will be approximately the
product of the word length and the channel bit error probability.
The expected value or average bit errors per word is exactly

equal to this product. The discussion in Section 2 indicated

20 information bits per word would be adequate for the information
to be transferred. Thus, the uncoded word error rate would require

a chanrel bit error rate of less than 5X1O—12.

The channel bit error rate will be dependent on the energy
per bit, the signslling and detection technigque, and the channel
characteristics. Two basic models of channel characteristics
that apply to the SSV data bus are:

e white, Gaussian channel (WGC)

® noise burst channel {(NBC),

White Gaussian Channel

The WGC has been extensively analyzed and reported in the literature.
The chanrel error probabilities for amplitude, frequen.y and

phase shift keying with coherent or non-coherent detection zre
listed on Table 12 and presented as Figure 8. At a given E/No,

Pe differs by several orders of magnitude between the different
techniques. However, a particualr Pe can be obtained with all

of the techniques by simply increasing the signsl power 3 db or

less when operating above about 10 db. The bit error probabilities
for large E/No decrease exponentially with E/No as listed in

Table 12. A4t E/No of 16db, P_ varies from about 10 5

t0 10772, an
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TABLE XII.- BIT ERROR PROBABILITY FCR A WHITE, GAUSSIAN CHANNEL

Signsl and Detection Technique Pe Pe for large E/No
Amplitude Shift Keying (ASK)
,[ I exp(-E/2No)
o Non-coherent detection (3) a3 % L%‘erfc ( E/2No)+exp(-E/2No)J eX 2E alo
- 1
; erfc(NE/2No) exp(-E/2MNo)
o Coherent detection erfe iE 2No exp(-f/2No
Z\ITTE/zNo!
| Frequency Shift Keying
. exp(-E/2No) exp(-E/2No)
o Non-coherent detection &x g <No &X 2 <lo
|
: exp(-E/2No)
o Coherent detection erfe gE 2o ; exp(-fi/2No
! A nE/2No
Phese Shift Keyinz (PSK)
ﬂ o Differentially coherent(DPSK) szi:%lﬂgl Qin:%[ﬂQl
1
o Bi-phase (BPSK) erfey Ho exp(-E/No) |
, 2\,1'rE/Nol |
! )

Notes: 1., E is the average signal energy per bit.
2. No is the noise power per unit bandwidth
3. Assumes an optimum threshold level at 42+E/2No
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4.2.,2

expectation of E/No greater than 20 db on the data bus would
be reasonsble. At this level, the word error rate would be

realized without coding in a WGC,
Noise Burst Channel

Unfortunately, the white, Gaussian channel model is unreliable

at such a high E/No as evidenced by reported measurements of
hardwired digital data communication systems in the literature.

The measurements reveal large energy bursts will occur far more
frequently than expected in a WGC., The Bell System Technical
Journsl contains a wealth of information on burst error statistics
of telephone toll lines (Ref. 10). Although these burst statistics
do not apply directly to the data bus, it would be reasonable

to assume that burst errors will occur and limit data bus
performance., These noise bursts would be electro-magnetically
coupled onto the data bus line from radar pulses, keyed data
transmissions, electric actuators, and electrical power transients.
The electro-magrnetic (EM) susceptibility of the data bus will
certainly be controllable by EM design considerations. Nevertheless,
a shield break or a faulty ground, for example, could result in a
severe’ EM environment that seriously degrades or limits data

bus performance, For these reasons and the fact that adequate
slgnal power overcomes limitations of the WGC, data bus performance

on = noise burst channsl (NBC) will be important.

The primary characteristics of a NBC are statistics of the burst
interval, the burst duration, the burst ensrgy, and the burst

energy spectrum, These data do not exist an? will not be available
for the SSV EM environment for some time. Instead of speculating on

these data, it would be desirable to relate burst parameters to channel
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error rate from which trends can be extrapolated. The desired
relations were published by Engel and will be summgrized
below (Ref, 11).

Engel computed the conditional error rate for the average number
of bit errors, given that a noise burst has occurred, for several
signalling techniques subject to an average power constraint,
The computations were performed for a burst energy spectrum
determinad by a band-limited channel and with burst amplitude
described by the probability density function,

K
_ 0, 2«
p(B>X) = ()7, XK,

where
K is the burst amplitude

K. is a reference amplitude chosen such that only larger burst
amplitudes cause errors

o is a parameter of the channel burst characteristic,
These burst amplitude statistics correspond reasonsbly well to
measurement data of telephons lines where the parameter o was found
to be constant for any particular chann:zl and with a variable
magnitude of 1 to 2.5 from channzl to channel. A4 large «
corresponds to a channel with a small percentage of high amplitude
bursts which results in & low conlitional error rate, A small «
corresponds to a channsl with a large percentage of high amplitude
bursts which results in a high conditional error rate, The value,
a=1, represents an infinite average energy per burst which
forms a lower bounl on @ and an upper bound on the conditional error
rate. The distribution of noise burst amplitudes is plotted in

Figure 9 for o=1, 2, 3,
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Distribution of noise burst amplitudes.

Figure 9
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For a normalized burst envelope, the burst energy equals the
burst amplitude squared, and the minimum burst ensrgy referenze will
be

ey = Koz.
Measured burst data reveals the average interval between bursts
to be much greater than the burst duration so ‘that overlapping
bursts would be improbable. In addition, these data indiéate
the burst intervals to be approximately Poisson distributed with
parameter

average number of bursts with energy >eo

B:

unit time

With these observations, the channel error probability will be a
function of «, B, €5 and E, the average signal energy per bit.
Since Pe is the average number of bit errors per bit transmitted,
the average number of bit errors per burst is the conditional

error rate given by,

where T is the bit period.

Engels proceeded to calculate N of several signalling techniques
for:
1. A raised cosine data pulse spectrum
2. A constant noise burst spectrum in the ban? of interest
3. A receiver filter that minimized N for o=1,
and
4. A linear filter phase characteristic.
The results are listed in Table 13 and plotted in Figures 10,
11, and 12,
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TABLE XTII.- CONDITIONAL BIT ERROR PROBABILITY FOR A NOISE BURST CHANNEL

(Ref. 11)
— P
N = BT
Signsz1l and Detection Technique o =1 o =2 ¥ =3
dmplitude Shift Keying . c .
0 042 0.3
o Non-Coherent Detection O.ASS(]iW 0.456(355 O.586(Er)
Frequency Shift Keying . . .
0 02 0,3
o Coherent Detection O.AOZ(ET) O.392(3§ﬁ 0.480(37)
Phase Shift Keying
°0 €02 €03
o Differentially Coherent |0.236 (?) o.1o9(—E—) 0.0625(3)
€ € [
0 0
o Bi-phase 0.124(5) 0.0545(5)%| 0.0302(3)°
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Comparison of these results with the WGC in Figure 8 for NOeeo
indicates the NBC errors will dominate at high E/No (or E/eo)

as initially stated. The figures also demongtrate the change in
N for different signalling and detection technic-es will not

be as significant as the difference in Pe of the WGC. A
reduction of N by a factor of 3.5, 8, and 20 for chanrels

with ¢ = 1, 2, ani 3, respectively, represent the improvement
obtained form the choice of signalling and detection techniques
for an average power constraint. Equivalent performance between
the techniques can be realized by increasing the average signal
power by 5.5 db, 4.5 db, and 4.3 db for the respective channels,
The average power performance rating of the different signalling
techniques on a NBC are identical to their rating on a WGC. The
channel error rate will be a minimum for bi-phase PSK and a maximum

for non-coherent detection of ASK.

The significan:e of the preceding remarks centers around the

fact that the channel error rate of the most complex signalling
technique can be realized with the simplest technique by
increasing the signal power less than & db, Th= sultability of
increasing signal power will be constrained by the maximum power
output of available devices and dependent on the burst parameters,

o, B, and € The resultant channel error rate of bi-phase PSK

e
and non-coherent ASK are shown in Figure 13 for the upper bound
of =1 and selected values of B. Although an E/eO of 30 db

would be considered a high quality channel, the chantel error

rate would range from 10712 15 1978

degraded from .01 to 100. Thus, it would be possible to obtain

as the channel burst rate
the desired word error rate without coding only if the channel

burst rate was on the order of .001. The low value seems

unlikely for the SSV EM environment. In absence of a specific
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4.3

channel description, it will be necessary to anticipate burst

errors and employ some form of error control.
Error Control Techniques

The probability of a word error was given as

P =z (®pt (1p )0t

W i=3 i’ e e

with the assumption that channel bit errors were independent. The
assumption is questionable on a burst chamnel where several
consecutive bit errors will occur due to a single noise burst.
Mathematical models of burst channels have been developed
that correlate well with measured data (Ref. 12, 13, 14). These
models will not be discussed since certain model parameters
are empirically obtained from measured data that does not
exist for the SSV. The discussion here will include several

error control techniques, their attributes, and their suitability

for use on the GN&C data bus.

The specific techniques to be discussed are:
1. Majority vote of independent chanmnels
‘ Majority vote of redundant transmissions

. Error detection coding

2

3

4. Error correction coding

5. Error detection coding/retransmission
6

Data feedback
The motivation for employing error control is to improve the word

error rate better than {hat obtainable from the basic channel error

rate., A rational criteria for selecting a particular technique
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4.3.1

would be to obtain the highest reliable information rate that
involves the least equipmen* complexity. The effectiveness of
each technique can be determined on a probabilistic basis as
reported in Appendix B. The basis recognizes the fact that only
three possibilities exist for received and processed data:

e correct information is outputted

e incorrect information is outputted

e information is rejected.
Of these possibilities, only the correct information output
is desired. Hence, its probability should be maximized and the
probability of outputting incorrect information should be
minimized, The possibility of rejecting information requires
some criteria of acceptance which i1s obtained either by processing
the received data with a known coded structure or by comparison
of the recieved data with the transmitted data. In general,
these techniques function to increase the probability of
rejecting instead of outputting ircorrect data., Since the data must
be outputted, rejecting data is unscceptable. However, rejected
data would be cause for a retransmission with hopes of receiving
it in an acceptable form. The repeat transmissions represent an
exchange of bus capacity for reliable information. The effectiveness
of each error control technigue is discussed below and summarized
in Tables 14 and 15. A functional diagram of these techniques

is presented in Figure 14.
Majority Vote of Independent Channels
The requirement for redundant channels can be utilized to improve

the word error rate if channel errors occur independently, A

degree of independence could be obtained by employing different
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4.3.2

routes for each redundant 1line. The uncoded information would
be passed thru each channel with a bit by bit majority rule prior
to output. For three channels, the effective output bit error

rate will be

3 . .
— 3 i 3-i 2
Pb = 5;2 (i) P (1—Pe) ~ 3Pe .

Since there can Ye no indecision for odd channel voting, data

e

cannot be rejected. Hence, the technique functlons to improve

the effective output bit error rate which increases the probability
of outputting correct information., The source rate and signalling
rate would be identical since there are no transmission delays.

The technique has minimal hardware requirements consisting of

voting logic at receiving stations.

The usefulness of this technique is totally dependent on channel
independence, Obtaining independence through cable routing alone
would be of limited success since each line must enter all elec-
trically active wvehicle stations and couple into each data

bus interface. In addition, the technique is extremely sensitive

to channel faults.
Majori%y Vote of Redundant Transmissions

A more predictable method of achieving independent bit errors would
be to redundantly transmit the data serially into storage at

the receiving station for bit by bit majority voling of all received
data. Th= channel independence would result from the time diversity
transmissions. Although the output probabilities for three
transmissions would be identical to those of 4.3.1, they could be

realized with more confidence. However, the source rate would
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4£.3.3

4.3.4

have to be buffered since the throughput rate would be only ons-
third of the signalling rate, The technique requires tuffer P
storage at the source and receiver station in addition to bit

voting logic at receiver stations.

The usefulness of this technique is limited by the substantial
limitation in throughput rate. Although other techniques utilize
data bus capacity more efficiently, this technique would require

little hardware.
Error Detection Coding

By transmitting encoded data, the occurrence of certain error pat-
terns can be detected with subsequent rejection of the data., The
technique functions to lower the probability of ocutputting incorrect
information by rejecting it instead. No improvement in correct
output information is realized. The error detection capability

is a function 2f the number of coding or check bits transmitted
with the data. To provide sufficient error detectability an?
maintain a high throughput rate, blocks of data must be encoded.

The technique requires an encoder at the source station and a

decoder with block storage at the receiver station.

The usefulness of the technique is limited by the rejection <f data,
the lack of improvement in outputting correct data, and the error
detection capability of the code,

Error Correction Coding

By properly encoding data, received errors can be detected an?d

corrected. The technique funztions to lower the probability of
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4.3.5

outputting incorrect data by correcting certain error patterns
while detecting and rejecting other error patterns. Error
correction codes require substantially more coding bits than needed
for detection which leads to a compromise between error correction
capability and throughput rate. The techunlique requires an =sncoder
at the source station (comparable to that needed for error detection
encoding) and a relatively complex decoder with computation ~apa-
bility in addition to block storage at receiver stations. The
usefulness of the technique is limited by the high redundancy
always transmitted to correct errors should they occur, In
addition, the correction capability is dependent on the occurrence
of certain error patterns which requires reliable information

about channel characteristics. A channsl that degrades beyond

the code correction limitations generally results in decoding

errors that appear as additional incorrect output information.

Error Detection Coding/Retransmission

This technique increases the probability of outputting correct
information by employing an error detection code with correction
by retransmission, The technique offers the lower redundancy of
an error detection code with greater capability for correction

than obtain:ble from error correction coding., The data is encoded,

.assignad to buffer storage and transmitted from the source station

to the receiver station. The received data is decoded while
searching for error patterns. If no error patterns are detected,
the information is outputted. By employing a block code,

reasonable assurance can be provided that the outputted data
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does nut contain srrors and therefore is correct. In the event
of error detection, the data would be rejected and s repest
transmission request issued to the source. The source

would call the encoded data from buffer storage and iterate

the transmission cycle.

In addition to the encoder and decoder, hardware for the
following functions would be nseded:
1. Special signal to acknowledge correct reception

. Special signal to request a repeat transmission

D

w

. Buffer storage at both stations

4. A request counter that alarms a bus tie-up
The usefulness of the technique is limited by the efficiency
of the error detection code, the reduction of throughput rate
on & poor channcl, and the special hardware needed for the

repeat capability.
4.3.6 Data Feedback

The most positive technique of outputting correct information
employs data feedback. The uncoded source data 1s placed in
buffer storage and transmitted to the receiver. Ths receiver
station places the data in buffer storage and feeds the data back
to the source. The feedback data is compared with the stored data
to detect errors. In the absence of errors, the source signals
the receiver to accept its stored data. In the event of an
error detection, the transmission cycle is iterated. The techmnique
does not require envoders and decoders and can be implemented
with the following:

1. Buffer storage at both stations

2. A bit comparator at the source station
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3. An "Acknowledge/Accept" signal

4. A retransmit counler that alarms a bus tie-up.
The usefulness of the technique is limited by the feedback
transmission of the data, which lowers the throughput rate on

a poor channcl,
4.3.7 Evaluation of Error Control Techniques

The effectivensss and attributes of the error control techniques
are listed in Tables 14 and 15 for comparison. An svaluation of
these techniques for use on the GN&C system data bus results in

the order of preference entered in Table 15 and justified below.

Error detection coding alone would not be acceptable due to the
rejection and subsequent loss of data,

Although error correction coding provides some improvement in
outputting correct information and reduces the probability of
rejecting data, the complex decoding and dependence on channel

characteristics eliminates this technique.

A'majority vote of indepenlent channsls would provide acceptable
performance in normal operation. The performance could not

be maintzined in a fault condition that causes the loss of a re-
dunZant chann=l or couples interference into a majority of channels.
The poor fault tolerance of this technique renders it unacceptable

sinze an alternate technique would be required.
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TABIE 1k4.- EFFECTIVENESS OF ERROR CONTROL TECHNIQUES ON A GAUSSIAN CHANNEL¥

'No errom Majority vote{Majority vote Error Lrror Error getection Data
| control | of 3 indepen-jof 3 redundant| detection correction coding and feedback .
\ dent_ channels|transmissions coding coding retransmission :
i
Channzl 5 5 l
Error P ~3P =3P P P P P !
Rate e e e e e e e |
l Correct 5 5 1-nP_ ;(1—2mPe)|_1—PRJ !
- Output Rate 1—mPe 1-3mP_ 1-3mP 1-nP, “l—nPeL‘l —Pc/d'PdJ m‘l —PRJ | Tom !
- (Pg) ed 1-2mP_(1-27°) y
. | ! -2m |
i Incorrect 5 5 nPe(‘]—Pd) 2P 2 |_“.--PRJ
; Output Rate | mP 3mP 3mP nP ¢ 1-P nP , 1-P D Top P 1P —
(PI) e e | e e L dj el dJ 1 nPePd R_J 11—2mPe(1_2 21]1) ]
! t
. | ! l
Reject Rate ,
0) ONE ! 0 . Pt~ . !
(PR) NONE N ,  NONE nPe Pd nf e|_1 Pc/d_‘ Pd i REPEATS REPEATS
!
Repeat Rate % —om
for t Trans- | NONE NONE NONE NONE NONE (nP P d) )LZmP (1-2 )j :
missions(PR) e e
2 2 . t
i - - - - P 1P, . 1= -(nP 1- -
?ﬁ%;irgiiion (1 mPe) (1 3mP ) (1 MP %) 1-nP_ T-nF | 1 P /a PdJ ( nPe)L‘l (n ePd) J ( 2mPe)|_1 PRJ
Pate (F) T T 3T n/nT n/m'T -t n/mT(1-nP Fy) 2t7l1-20p_ (12727}

*See Appendix B for derivations and definitions.
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TABLE 15.- ATTRIBUTES OF ERROR CONTROL TECHNIQUES

Majority vote | Majority vote Error Error Error detectlon Data
of independent | of redundant detection correction coding and feedback
chanrels transmissions | coding coding retransmission
Increases
Correct YES YES NO YES YES YES
Output
Rejects Data NO NO YES YES NO NO
(Repeats (Repeats
transmission) transmission)
Throughput HIGH LOW HIGH MODERATE Normally High Normally Moder-
Rate but chanzel ate tat channsl
dependent depenient
Trsnsmission NONE FIXED NONE FIXED VARIABLE VARIABLE
Delay
Chanvel Type Multiple Simplex Simplex Simplex Duplex Duplex
Simplex

Dependence on
Channel Char- HIGH MODERATE MODERATE HIGH ADAPTIVE ADAPTIVE
acteristics
Complexity LOW LOW MODERATE HIGH MODERATE MODERATE
Limitations Channsls Must Low Rejects High Redundancy Requires Moderate

Be Independent | Throughput Data Code and fuxiliary Throughput

Rate Complex Decoder Hardware Rate

Order of 4 3 6 = 2 1

Preferen:e




A majority vote of redundant transmissions is an attractive can-
didate due to its hardware simplicity. The technique offers

an exchange of bus capacity for data reliability on a single
operational line, The number of redundant transmissions required
would be dependent on the channel error rate., An oatputted word

10 for a 20 bit block would require 3 redundant

error rate of 10~
transmissione for channesl error rates up to 10_6 and 5 redundant
transmissions for channel error rates up to 10_4. The attendant
reduction in throughput rate of 1/3 and 1/5, respectively, creates
cause for concern. The simplest implementation would employ three
redundant transmissions and accept the subsequent performance
degradation with channel error rate, A definite disadvantage

of this technique is the low throughput rate that would exist

on a high quality channsl. A more favorable technique would
adaptively exchange bus capacity for data reliagbility as a
function of channel quality or the occurrence of errors. The

adaptive attributes of error detection coding/retransmission and

data feedback interently offer this flexibility.

Error detection coding and retransmission for correction provides

the means for adapting the throughput rate for short or long term

channel degradation. The use of an effective error detection code

would ensure a high probability of outputting correct information
while the nuimber of retransmissions required would be dependent

on chanrel quality and block length, On a high quality channel,

retransmissions would infrequently occur with the throughput rate
limited approximately by the code redundiancy. The throughput rate
in this instan.e would be a factor of 2 to 3 faster than cbtained

with redundant transmissions and from 1 to 2 times faster than
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data feedback, Although the high quality channsl represents
nominal operation, a low quality channel represents a fault

condition that must be anticipated.

The primary difference between redundant transmissions and repeat
transmissions is a2 question of priorities, Redundant trans-
missions maintain a constant throughput rate as the channel
quality deteriorates by accepting a lower probability of outputting
correct information. In contrast, techniques which employ
repeat transmissions maintains the probability of outputting
correct information by lowering the throughput rate as channel
quality deteriorates. Considering the consequenczes of a lower
data rate as opposed to a higher probability of data error, it
becomes evident that repeat transmissions are preferred. Thus,
the choice of error control techniques has been reduced to
either error detection coding/retransmission or data feedback,

both of which maintain gz minimum error rate.

Comparing attributes of these two techniques, it becomes apparent
that the primary distinction i1s in the method of error detection.
The error detection code adds redundant bits to the data bits for
evalugtion cf the channel at the receiver station. In contrast,
data feedback returns the data bits to the source station for
channsl evaluation. The effectivensss of error detection coding/
retransmission will be dependent on the channel error rate, the
coding redundan:y, and the error detectlion probability of the
code. In fact, the effectivencss for a block code will approach
that of data feedback as shown iIn Appendix B. Thus, data feedback

provides the effectivensss of the coding technique without the
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need for encoding and decoding hardware., Data feedback will be

the preferred method of error control.

The extreme reliability obtained with data feedback constrains the
throughput rate to a maximum of one-half the signalling rate.

The estimated 6% bus time-occupancy would allow up to 8 round-trip
transmissions per block transfer. The minimum block leng@h of 40
bits would have an outputted error rate of 10_25 for a channel

error rate of 10_3 with the probability of 1, 2, or 3 transmissions
being 0.92, 0.9936, and 0.9995 respectively. The probability of 7

or more transmissions is less than 3X10_n. Thus, the TMBPS signalling
rate will provide sufficient reserve capacity to ensure correct data

is reliably outputted at a high confidence level.

The selection of data feedback for error control is consistent with
current Apollo practice. A specific example that comes to mind is
the voice relaying of a critical information pad from mission
control to the spacecraft. The pad data is voiced uplink, copied,
and then voiced downlink where it is checked-off against the
original., In essence, a digital mechanization of the same technique

is recommended for the GN&C system data bus,

Although it would be desirable to provide the lowest channel error
rate possible, an effective error control technique will tolerate
a reduction in channel performance requirements, The lesser
requirements gllow consideration of simpler signalling techniques
than the carrier systems discussed in 4.2. The next section will

evaluate the sultability of a baseband system.
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Baseband Signalling

The basic binzry pulse waveforms are referredto as baseband
signals. Two particular waveforms of interest here are the

ON-OFF or unipolar pulse and the bipolar pulse. The data trans-
missions could consist of either the baseband signals or a carrier
wave modulated by the baseband signals. The chanrzl error rate of
several binary data or keyed carrier techniques were listed in
Table 12 for a white, Gaussian channel. The bit error rate
expressions for coherent detection of baseband transmissions in a
white, Gaussian channel are '

o Unipolar pulse: P = ;—erch%

e o}

erfciig%§_1

Thus, the bipolar pulse will provide the error rate of a unipolar

N[=

o Bipolar pulse: Pe

pulse for 3 db less average signal energy per nolse power per unit
bandwidth, E/No, (6 db less peak signzl energy). The lower error
rate and elimination, or at least attenuation, of the d.c.
component in the pulse spectrum favor the bipolar pulse compared to

the unipolar pulse,

A fixed error rate comparison between the bipolar baseband and
carrier transmissions in Table 12 reveals that ASK with coherent
detection will require 3 db less E/No while binary PSK will require
6 db less E/No. It should be noted that the baseband noise bandwidth
will be % the noise bandwidth of either ASK or PSK. Consequently, the
error rate performance as a function of signal/noise power ratio

will be identical for bipolar baseband, coherent ASK, and PSK trans-

missions in a white, Gaussian channel.
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The channel qualification was included to emphasize the basis of com-
parison. It is quite probable that a carrier channel will be resalis-
tically modeled as a white, Gaussian channel., It is unlikely

that a baseband channel could be similarly characterized as evidenced
by the M.S.F.C., EMC specification (Ref. 16).

The specification allows interference power spectra that decrease
at a rate of 1/f to 1/f2 out to about 1-2 MHz and then become white,
In 2ddition, compatibility is required with inluctive coupling of
power lines and in presence of power line transients characterized
by 50 volt peak amplitude pulses of 10 microseconds width and a
repetition rate of 60—400 PPS. The low frequenzy and harmonic
content of these potential interference signals will coincide with
the baseband signal spectrum, Since the signal/interference power
ratio cannot be ascertained from the EMC specification alone,

sultability of the basebanl channsl gquality is uncertain.

In an attempt to resolve the issue, the channel error rate of
binary PSK on a Gaussian channel in pgresence of interference is
shown in Figure 15 (Ref. 17). The Figure shows an acceptable error
rate of 10—10 could be obtained for signal/noise power 1n excess

of 20 db for signz1/interference power as large as 5 db. For a
given smount of interference power, the error rate will be a
minimum when the power is concentrated in a single interferer and
will be a maximum when the interference power is uniformly distributed
among several interferers (Ref. 18). Although these results were
obtainsd for a PSK system, the arguments presented in the references
seem to apply as well to coherent detection of a bipolar basebana
signal. With this extrapolation, an acceptable basebani channsl

could probably be obtained with appropriate EMC precautiomns.
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The selection of a signalling technique must compromise the conflicting
objectives of lowest error rate and minimum hardware. The lowest
possible error rate would be obtained with a PSK system, The sim-
plicity of baseband transmission is preferred to any carrier
transmission. The use of a coherent bipolar basebani system

appears to be a reasonsble compromise. If an scceptable baseband
channel cannct be provided, carrier transmissions with center

frequency at 2-3 MHz and 2 MHz chanuel bandwidth will be required.

The stated performance of bipolar baseban? signalling was predicated
on =an <optimum detection of each bit. This can be achieved with
either correlation or matched filter techniques. For a rectangular
pulse, the correlation detector and matched filter are identical and
easily mechanized as an integrate and dump circuit. The detection
process would consist of integrating the recelved signzl during

the bit period, sampling the integrator output at the end of the

bit period, and deciding what symbol was transmitted on the basis

of the sample polarity. The integrator would be discharged and the

process repeated for the next bit.

An =zlternate method consists of shaping the received data pulse
spectrum to provide regularly spaced nulls in the pre-detected
signal time response. A thorough discussion is presented in
Reference 19, A distinct advantage of this method is the reduction
of high frequency components in the transmitted data pulse spectrum.

The method should be considered further for its EMI advantages.

In either event, coherent detection will require a bit sync., The

bit sync could be encoded or multiplexed with the data and transferred
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4.5

in the data chanvel or assigned to an auxiliary chanunel as a pilot
carrier. 4 return-to-zero bipolar pulse essentially time multi-
plexes a bit sync for each data bit, The self-clocking feature and
identical chammel phase delay of the data bit and its sync would
be desirable, The data baseband spectrum of this pulse would be
2 MHz wide as opposed to the 1 MHz bandwidth of a non-return-to-

zero pulse,

A distinct disadvantage of multiplexing the sync onto the data chanrel
is the implicit requirement for a clock in each station. Transmission
of the data processor clock in zn auxiliary channel would provide

bit sync and serve as a continuous master timing signal for station
functions as discussed in paragraph 2.8, Service as a coherent
reference will impose limits on the allowable phase delay and its
variation between the data and auxiliary channels. A sinusoidal

7 MHz clock would require a nsrrow bandwidth auxiliary channsl

located at the first null in the baseband spectrum,

The continuous master timing an? elimination of redundant station
c2locks favor use of an zuxiliary chanrel. The auxiliary channel
could also be used to convey the special signals discussed in

paragraph 3.4. This possibility will be considered below.

Multiplex of Data Control Signals

The need to transmit special signesls for data control was established
in 3.4 These signsls are syncs for bit, frame, and word control

and an ‘acknowledge/accept‘ (A/4) signzl. The previous paragraph

suggested use of a sinusoidal signzl in an auxiliary channel to
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serve as a master clock and bit synz. The auxiliary channel will
have to be restricted to transmissions originating in the data
processor to prevent 'interference! with the timing reference

and to avoid problems in identifying the transmitting source.

The frame sync will be a bi-level signal generated internsl to
the data processor, The discrete signal could be logically
combined with a station address detection to either inhibit or
enable an addressed station line driver to prevent unscheduled
transmissions and to restrict bus access. The frame sync could
be multiplexed onto the auxiliary channzl by pulse amplitude
modulation (PAM) of the clock signel, The carrier amplitude
level could be detected by an envelope detector and applied to a
threshold circuit. This method would provide a positive frame

sync with a few electronic components,

The word sync is required only during data transmission to signify
the first and last bit of each word. The word sync could be

in the form of a comma-free code and multiplexed directly with the
data. Codes exist that will detect and eventually correct an
asynchronous state. This method is not preferred due to the

encode and decode hardware required in gll stations.

The existence of a continuous bit sync and a fixed data word

length would allow a word sync to be generated locally at each
station with a bit counter. The counter would have to be initialized
with the first frame bit and maintain a proper count for the
remainder of the frame. A reliable count can be expected since it

is performed internal to a station. The method is preferred for

its simplicity.
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An alternate method would generate a master word sync in the
data processor and multiplex it onto the guxiliary channzl. The
sync signal could be obtainsd from detected zero crossings of

a 25 KHz sinusoid in szach station. The sinuvsoid would amplitude
modulate the clock signal to utilize the AM detector nszeded

for the frame sync., The previous method is less complicated

and would be favored.

The A/A signsl must be generated at the source station which
restricts it to the data channsl. Thus, the 4/A signal must

have some unique characteristic from which it can be easily

an? reliably detected in the data bit stream. A special coded
word could serve this purpose. However, the data stream would
have to be continvously examinsd to detect the A/A code word.

A more positive anl reliable method would employ a tons burst at
a convenient frequency. A4 tonz could be derived from the bit

sync in zach station =n? would allow coherent detection.

The data and auxiliary channels could be frequency division
miltiplexed onto the transmission line. The bipolar baseband
signal will have a power spectral density of the form
Sin(nf/fs) 2
Spf) = T nE/E

where T = 1/fs.

The normalized function is plotted in Figure 16--A for a 1 MBPS
signalling rate, The first spectral lobe contains 90% of the

total pulse energy and 95% of the total harmonic power. Considering
power line harmonics and the data pulse spectrum, a data channzl

bandpass from about 2KHz to perhaps 7.9 MHz may be a reasonable
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4.6

compromise in terms of amplitude and phase distortion of the

received data pulse.

The guxiliary channel could be located in the data pulse spectrum
null at 7 MHz. The clock signsl would simply be a single

spectral line at 1 MHz, The auxiliary channsl bandwidth will be

a compromise between the rise time of the detected frame sync and
co-chanvel interference, The bandwidth would be on the order of
50 KHz to 100 KHz., The PAM spectrum could be estimated by assuming
the frame intervals to be Poisson distributed. The minimm frame
time would occur for a single round trip transmission of three
words or about 120 microseconils. Thus, the frame signzl rise

time will be the prime consideration.

The multiplexed data and auxiliary channels would be as shown in
Figure 16-B. The signals can be multiplexed differently than
discussed here. Ths advantage of the particular methods
described is their simplicity and the allocation of funcvtions

between data processor and addressable stationg to minimize the

station hardware.

Summary

The capability of data communication techniques to provide an
acceptable word error rate with minimum hardware was evaluated.
The acceptable word error rate was computed to be 10_10 for a
criteria that allowed 1 word error to occur during a critical
mission time period every 1000 missions. An average ocecurrence
of 1 word error during 100-7 day missions and 1 word error during

2-30 day missions would be expected with this error rate.
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The performance of keyed carrier systems was evaluated for s
Gaussian channsl and a noise burst channel., An acceptable bit
error rate could be expected with any carrier system in a Gaussian
channzl. The bit error rate in a noise burst channel would not be
dependable. The inability to reliably obtain an acceptable word
error rate with a carrier system requires use of an =rror control

technique.

Several error control techniques were discussed, evaluated, and
compared. Techniques that employed repeat transmissions were
preferred for their ability to maintain the probability of outputting
correct information by lowering the throughput rate as channel
quality degrades. A detailed comparison between srror detection
coding/retransmission and data feedback revealed their effective-
ness would be similar. The data feedback technique is preferred
since it provides effective error control without encoders and

decoders in the stations.

Use of an error control technique reduces the channel error rate
requirements which allows consideration of baseband signalling The
quality of the baseban? chanr.zl could not be predicted due to
dependehce on the EM environment and the equipment design. Although
there is a justifiied concern, a coherent bipolar baseband system
could provide acceptable performance. If a suitable

baseband channel cann-t be provided, a carrier system operating

at 2 to 3 MHz with 2 MHz bandwidth would be required.
A method of multiplexing bit, frame, and word syncs and the

special 'acknowledge/accept' signal was presented. An suxiliary

chanvrel for the bit and frame sync would also provide a continuous
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master clock to all stations., The data channel and auxiliary
channel could be frequency division miltiplexed onto a data bus

linz.

104



5. RECOMMEND ATIONS

The previously stated objectives of this report were:

Investigate GN&C System data requirements

) Determine required communication characteristics of
the data bus

e Evaluate communication techniques compatible with the
GN&C System requirements

® Recommend g data bus mechanizatlion for the GN&C System,

The first three objectives were investigated and reported as

three dependent but separable subjects; data requirements, data
management and data communication techniques. These subjects
encompass all aspects of data bus operation., The treatment

of these subjects was organized for the orderly development of a
data bus concept that would be subordinate to and compatible with
the GN&C System, its functions, and its operations. The principal
features and requirements of a data bus recommended from this

study are summarized below.

5,17 Summary of Study Results

System Data Requirements

e The GN&C System will be composed of 7 sensor systems,
7 actuator systems, and 1 dedicated data processor.

® These systems will consist of 45 separate units on the
MSC Orbiter Vehicle and can be grouped into 20 addressable

stations.
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4

Local processors will be required to process 'raw!
sensor data.

A system total of 868 data words was estimated exclusive
of FAULT data and local processor LOAD data,

A 20 bit word will provide sufficient dynamic range and
resolution of all transferred data,

A maximum data rate of 55KBPS was estimated.

The data rate will vary from 48.9 KBPS for Entry and
Transition to 19.6 KBPS for Docking.

A 1 MBPS signalling rate wlll provide sufficient data
bus capacity.

A central clock should be continuously provided to all
stations.

'Elapsed time' and "Time to go! data words should be
provided with 0.0017 second time resolution for coordinating

and evaluating events.

Data Management

The data processcr will control data bus access.

Station to station data will be routed through the data
processor,

Data transfer will have a variable format and a pseudo-
random schedule.

A class organization of station data will facilitate the
management, formatting, and transfer of data.

4 proposed organization consisted of MODE, INPUT, OUTPUT,
STATUS FAULT, and LOAD classifications,
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e MODE data will include local editing flags and fault flag
discretes to alert the data processor of an internal
station change and a priority need to call specific data.

e The frequently transferred INPUT, OUTPUT and STATUS
classes should consist of 6 to 10 data words for an
efficient block transfer.

e Each station will respond only upon receiving a particular
coded interrogate word.,

e The interrogate word will be composed of a 5 bit binary
station address, a 5 bit binary class address, and a
10 bit control instruction word.

e Buffer storage of all transferred data will be required.

Data Communication

10 will be acceptable,

° & word error rate of 10~
° A noise burst channel should be anticipated.
® An error control technique will be required.
e Data feedback will be preferred for error control,
e Bipolar baseband signalling with coherent detection
should provide acceptable performance.
° A simplex data channel will be sufficient.
° An auxiliary channel for a master clock, and the bit and
frame syncs generated in the data processor will be required.
e Word sync derived locally from the bit sync will be
sufficient. ’
. A special 'Acknowledge/Accept! control signal transmitted
in the data channel will be required.
e The data and auxiliary chamnels will be fregquency division

mltiplexed.
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5.2

These recommendations can be implemented as discussed in the
report. Although detailed circuit and hardware requirements
were not always presented, they were included in the evaluation
of alternate techniques. Since the evaluation criteria was to
obtain acceptable performance with minimum hardwsre, the
recommendations represent a compromise between these conflicting

objectives.

A Data Bus Interface Assembly

A standard data bus interface to service all data bus users can
be extracted from the text and recommendations, The functions
allocated to the interface were indicated in Figures 6 and 7.
The preferred implementation of these functions was presented in
Section 4. The objective here will be to present an interface
assembly that incorporates the recommendations and elaborate on

certain areas.

4 'standard' interface would include only those functions common
to all users. With this criteria, the standard interface

would extend from the line coupling network to a level where

the transmitted and received data stream are in identical

form. A convenient interface with the station would be obtained
at the level where the received and transmitted data have been
formatted into a serial data stream. The resultant interface
would not become involved in peculiar station data requirements
since 'standard' signals would also interface with the station
in parallel with the data stream for data control into and out
of buffer storage. These arguments suggest the standard data
bus interface functionally illustrated in Figure 17.
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The illustration depicts a standard station interface, The data
processor interface would require certain modifications that
reflect its central authority. These modifications would
consist of a pulse amplitude modulator for the clock snd frame
signals, the auxiliary channel line driver and bandpass filter,
and minor changes to the station address detection circuitry and
data control logic, Reference to Figure 7 should clarify the
role of the proposed bus interface in relation to the class

multiplexer and data storage.

Since the functional operations of the assembly was discussed
intermittently in previous sections, a coherent discussion

will be presented here to reveal certain features. The discussion
will focus on the station interface from which the counterpart

data processor interface operations can be inferred.

The line coupling network a.c. couples the redundant data bus
lines into a line receiver and a line driver, The receiver
is always active while the driver is gated on by the control
logic only during a transmission. The received signal is
frequency demultiplexed by the receive and auxiliary bandpass

filters.

The auxiliary channel output is applied to the clock circuitry and
the frame sync detector. The clock circuitry consists of a
squaring circuit and a down counter, The squaring circuit strips
off any AM and converts from bipolar to unipolar pulses by

clamping the low level to ground. The resultant bit sync output
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would be buffered and applied to a tus for distribution, In
addition, the bit sync would be divided down to derive master
timing signals for all station operations., This operation
could either be performed in the interface assembly as

illustrated or internal to the station,

The frame sync detector consists of an amplitude detector and
threshold. Absence of a frame signal resets appropriate circuits
and inhibits the line driver, The detected frame signal is
synced with the first received data bit thru a logical AND to

initiate the station address detection.

The received data is applied to the bit detector which consists
of an integrate and dump circuit. Unipolar pulses would be
outputted for compatibility with station circuitry. Each bit
would be detected by a threshold circuit, combined with bit
sync, and counted to derive word sync. The received data pulses
could be 'voted! with other channels at this point and will

be discussed later. In either event, the data stream is

applied to the station address detector and a receive gate.

The station address detector performs a cross-correlation between
the recelved data and stored station address employing an exclusive-
OR, an up-down counter, and a sample/hold circuit. The first frame
word is the interrogate word consisting of station address bits,
class address bits, and class instruction bits in that order.

Hence, a perfect correlation sampled after the fifth frame bit

would be a positive station detection, If the desired correlation

is not obtained, additional station activity is inhibited until s
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frame signal reset, This feature provides a secure bus to
the addressed station for the duration of the frame signal.
The station detection is combined with a control logic signal
to enable the receive gate to pass the received data stream.
The remainder of the interrogate word is shifted into storage

and read by the control logic.

The control logic generates required gating and control signals
to execute the received instructions for the addressed class.

If the instruction designates input data, the data stream is
clocked into buffer storage via the class and word multiplexers.
An Tinput only?! instruction would terminate with detection of the
end of block transmission. An 'input then output'! instruction
would require the data to be recalled from storage and
transmitted. The recall would commence with detection of the

end of block transmission. An 4/4 word would be inserted in

the stream after the last data word. Following its trans-
mission, the line driver would be inhibited and the receive

gate enabled. As discussed elsewhere, reception of a single

4/A word after the feedback transmission would command acceptance
of the*data and terminate the transmission cycle. Reception of
two consecutive 4/A words would command rejection of the data,

and initialize the assembly for the repeat transmission.

Instructions that designate output data would be similarly treated
'Output data only! would call data from the addressed class,
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transmit it, insert the A/A word, and terminate the instruction
activity. An 'output then input' instruction would extend

these activities to receive and process the feedback transmission,
This would require recall from data storage in sync with the
received data stream at the bit comparator. The bit comparator
would consist of an exclusive-OR and perhaps a bit error

counter or circuitry to edit for 'significant' bit errors. The
comparator output at the end of block transmission would command
either acceptance or rejection thru transmission of one or two

A/A words, respectively.

The end of block transmission can be identified by the A/A
word. A correlation of each received word with the stored
A/A word similar to the station address detector would provide

a positive detection.

A data transmission requires the control logic to generate a
receive gate inhibit signal. The inhibit signal complement is
applied to an AND with the frame signal to enable the line
driver, This feature allows the data processor to !clear!

the bus by simply removing the frame signal,

Since the receiver remains active during transmission, a self-test
feature can be simply provided by comparing the transmitted

bits to the received bits, 4s illustrated, the transmitted

bits would be synced with the received bits by a fixed delay.

An exclusive-OR would provide fault detection., The self-test
feature could also be incorporated in the data processor interface

for both, the data channel and guxiliary channel,
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Fault tolerance and redundancy have been considered indirectlj
in this report by recommending minimum hardware. The use of
redundant data bus lines is a certainty. Some means of combining
the redundant channels should be employed to indicate a faulty
line and perhaps improve the effective received bit error

rate., A majority vote was considered elsewhere and is

suggested in the Figure., Another method that offers unique

attributes is outlined below.

The information in a bipolar data pulse is determined by the
bit detector from the data pulse phase, This characteristic
suggests summing data pulses received from 211 redundant

lines prior to bit detection. Perhaps the summing operation
can be designed into the receive filter employing pulse trans-
formers, The resultant channel sum signal would be inputted

and processed by the bit detector with the following advantages:

1) The channel sum signal would provide better error per-
formance than a single channel signal for two reasons; the
resultant pulse energy is greater and independent line
bursts are averaged with gll line noilse.

2) An operation similar to a majority vote would be
reglized without specific hardware for this capability.

3) Essentially ideal fault tolerance is obtained without

the need for detection and switching.

These advantages are somewhat dependent on the gmplitude and
phase distortion of the data pulse as well as differential line
delays. These areas should be investigated to exploit the unique

advantages.
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5‘3

Fature Activity

The report developed a data bus concept that included specific
recommended features and techniques. These recommendations justify

a hardware program. The objective of the program should be to:

o Implement the recommended techniques.

o Perform laboratory tests to determine the word error
performance in quiet, Gaussian, and noise burst channels.

o Conduct an EMC test in compliance with MSFG-Spec-279.

The test results would provide useful data for evaluation of the
recommended techniques and reveal the suitability of a baseband channel,
In addition, the program would provide an in-house baseline

data bus for comparative evaluation of other proposed systems,

Concurrent with the hardware program, additional studies
should be conducted to resolve issues that were not addressed
in this report. This effort should investigate the following

areas:

1.« Tolerable limits of amplitude and phase distortion of the
received data pulse.

2. The allocation of filtering between the transmit and
receive filters.

3. Circuilt and system redundancy.

4. The optimum block length as a function of channel

burst characteristics,
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5. The possibility of employing some redundant lines for the
data feedback channel.
6. Potential advantages in assigning encoding and decoding

requirements to the local processor.
The first, three items will be required for a hardware

program. The remaining items should be evaluated for potential

improvements in data bus capability and performance,
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APPENDIX A
APOILO/LM GN & C SYSTEM SIGNALS

The initial approach to obtain data estimates for the SSV was to
compile detailed signal lists for an actual spacecraft., The lists
would be modified by appropriate deletions and additions to obtain a
baseline system for the SSV., The Apollo/LM spacecraft was selected as
a base because its capability was nearest that required for the SSV.
During the meticulous compiling of the signal lists, it became apparent
that the planned approach required many assumptions and a prolonged
effort to obtain the LM data in a form compatible with data bus operation.
Significance of the expected results would be similar to those more
rapidly obtained by direct estimation. Thus, the approach was
terminated. At the time of termination, useful information had been

obtained and is reported in this Appendix.

The signal lists were compiled from Grumman Airecraft Engineering
Corporation, Level 3 drawings of the LM-/4 vehicle. Separate lists
were compiled for each GN & C assembly and consist of identification

of the interconnecting assembly, the Grumman signal title, and a signal

category. Each signal was assigned to one of the following categories:

1)  Timing (T) - signals employed for clock, sync, phase
reference, etc.

2) Digital (D) - signals in any pulse or digital form

3)  Analog (A) - signals in analog form

L) Control Discretes (C) - bi-level signals for command, control,

monitor, etc.
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Power lines were not tabulated. However, power lines that ensbled an
assembly to standby, operate, or self-test status were tabulated as

control discretes. Other qualifications of these lists are:

1) BTME and GSE signals were not included.

2) The D and C, PANEL, IS, and CS lists include only those
signals from the GN & C assemblies.

3) The PANEL list is a composite of zll panel assemblies.

4) The IS list includes CWEA and PCMTEA signals as well as
IS signals.

The assembly signal lists are presented as Tables A-1 through A-27,
The signals of interest for the SSV are the intersystem signals obtained
by combination of the assembly lists. The particular combinations of
IM assemblies used to form equivalent SSV systems are listed in Table
A-28, The resultant quantity of intersystem signals is illustrated

in Table A-29. TFor the 11 systems listed, a total of 732 intersystem
signals were tabulated; 34 timing signals, 100 digital signals, 203
analog signals, and 395 control discretes, It should be noted that
thes- data accurately describe the LM spacecraft since no assumptions
were mployed. The systems listed should be reasonably equivalent to
a corresponding SSV system except for the optical system which will be

more complex on the SSV.

The LM data can be arranged in a form compatible with a data bus
operation by classifying each intersystem signal as being either MODE,
INPUT, OUTPUT, or STATUS as outlined in the text of this report.
Note that here the MODE data will not include the flag discretes and

that status discretes were included by assigning an appropriate number



of 16 bit words to the STATUS data. If all system signals are

assumed routed through the computer, the requirements of a IM data bus
would be as presented in Figures A-1 and A-2, The quantity of signals
from each system sxd their origin or destination are noted along a row,
For example, the LM optical system would require 3 data words; 1 MODE
word and 2 OUTPUT words. These data would be transferred to the LGC
for storage as 1 MODE word and 2 INPUT words. The remaining systems
are similarly treated, The quantity of signals involved and their
distribution are clearly noted in Figure A-2. A total of 377 words are
transferred between the GN & C systems and the computer, 62 of these
words are stored within the computer. 70 of these words are looped
through the computer. The remaining 245 words are combined with 30
computer generated words and transferred to the Flight Control,
Ingtrumentation, and Communication Systems, (Note that the uplink

and downlink data between the Computer and Communication System

were not included.)

The distribution of these data words is significant and can be used as

a guide for SSV use as indicated by the following examples. The
quantity of data words handled at the computer is split 58% to the

GN & C Systems and 42% 4o the Flight Control, Instrumentation, and
Communication Systems. The distribution supports arguments for
providing independent data busses for the GN & C System and the Command/
Display System on the SSV, The distribution of GN & C System data

is 25% computer data and 19% system to system data, while 56% of

the data .is baslcally for display and monitor functions within the
Flight Control and Instrumentation Systems, These percentages correspond
reasonably well to estimates of the SSV data requirements presented

elsewhere in this report.
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Table A-1.  AOT/CCRD SIGNALS

LGC
mark reset
mark x
mark y

mark reject

Sub-total: OT-OD-OA - 4C

A6
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Table A-2, RR SIGNALS

cDg

LGC

(Signals on CDU 1list)
Sub-total: OT-0OD-8A-0C

range gate strobe
range rate gate strobe
reset strobe

data flow

counter readout command
data good

power on/LGC mode
range low scale factor

Sub-total: 3T-1D-04-4C

transmitter power

RR AGC

shaft error

trunnion error

shaft axis designate
trunnion axls designate
RR self test enable
trunnion manual slew
shaft manual slew

+ supply/slew fast

+ supply/slew slow
~-supply/slew fast
-supply/slew slow
manual mode

no track signal

mode select (manual/LGC)
auto angle track enable

Sub-total: OT-0D-6A-11C

AT
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Table A-2. RR SIGNALS (continued)

D&GC

range display shift pulses (52.8KPPS)
display timing pulses

transponder mode serial range data
range rate (PPS)

1X Sin shaft

1X Sin trunnion

LOS shaft angle rate

LOS trunnion angle rate

doppler (range rate) sense

Sub-total: 2T-2D-4A-1C

operational temp, 1
operational temp. 2
operational temp. 3
no track indication

Sub-total: OT-0D-34-1C

A8
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Table A-3. SCA SIGNALS
CDU

trunnion CDU fine error
shaft CDU fine error
0G CDU fine error

MG CDU fine error

IG CDU fin= error

IG CDU coarse error
MG CDU coarse error
0G CDU coarse error
shaft CDU coarse error
trunnion CDU coarse error
1X Sin AIG

1X Cos AOG

1X Sin AOG

1X Cos MG

1X Sin AMG

1X Cos AIG

1X Sin trunnion

1X Cos trunnion

1X Sin shaft

1X Cos shaft

OG AC DAC output

MG AC DAC output

IG AC DAC output

Sub-total: OT-0D-234-0C

‘g
n
>

800Hz 5% Phase A

800Hz 5% Phase B

800Hz 1% supply

3.2KHz feedback

IG torque motor voltage
MG torque motor voltage
0G torque motor voltage
IG torque motor current
MG torque motor current
0G torque motor current
IG servo amp test input
MG servo amp test input
0G servo amp test input
IRIG IG error

IRIG MG error

IRIG OG error

A9
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Table A-3, SCA SIGNALS (continued)

=
Q

+D28 IMU operate
+D28 IMU standby
800Hz P.S. temp

Sub-total: 4T-0D-124-3C

PIPA temp. low
PIPA temp. high
IRIG temp. low
IRIG temp., high

IMU peater off
Heater temp. sensor
IMU blower off

Sub-total: OT-0D-0A-7C

X PIPA S/G output
Y PIPA S/G output
Z PIPA S/G output
PTIPA cal. mod. temp.

Sub-total: 0T-3D-14-0C

3.,2KPPS

Uplink '1!

Uplink '0!

ACE bias for LGC 14V
ACE bias for LGC 4V

LGC temp.
inhibit power fail
LGC operate

Sub-total: 1T-2D-34-2C

Al0
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Table A-4. CDU SIGNALS

SCA

&

(Signals. on SCA 1list)

Sub-total: OT-0D-23A-0C

800Hz 1%

IG coarse align error

MG coarse align error

0G coarse align error

IG IX resolver signal for IMU cage
MG IX resolver signal for IMU cage
0G IX resolver signal for IMU cage
coarse aligh command

+D28 IMU operate

IMU cage override

Sub~total: 1T-0D-64-3C

1X Sin AIG
X Cos AIG
1X Sin AMG
1X Cos AMG
1X Sin AOG
1X Cos AOG
16X Sin AIG
16X Cos AIG
16X Sin AMG
16X Cos AMG
16X Sin AOG
16X Cos A0G

Sub-total: OT-0D-12A-0C

1X Sin shaft

1X Cos shaft

1X Sin trunnion
1X Cos trunnion
16X Sin shaft
16X Cos shaft
16X Sin trunnion
16X Cos trunnion

Sub-total: 0OT-0D-84-0C

All
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Table A-4.

LGC

PANEL

51.2
+ABc
-ABc
+ABc
~ABc
+ABc
~ABc
+ABc
~ABc
+ABc
—-ABc
+ABt
-ABt
+ABt
-ABt

CDU SIGNALS

KPPS

IG CDU drive
IG CDU drive
MG CDU drive
MG CDU drive
0G CDU drive
0G CDU drive
trunnion CDU
trunnion CDU

(continued)

pulses
pulses
pulses
pulses
pulses
pulses
drive pulses/+lateral velocity
drive pulses/-lateral velocity

shaft CDU drive pulses/+forward velocity
shaft CDU drive pulses/-forward velocity

trunnion
trunnion
shaft
shaf't

+Pitch (A6g) pulses +Y
-Pitch (A®g) pulses -Y
+Roll (AYyg) pulses +Z
-Roll (Ayg) pulses -Z
+Yaw (8fg) pulses +X
-Yaw (Agg) pulses -X
display inertial data
ISS coarse align enable
188 CDU zero
ISS error angle counter ensble
RR error angle counter enable
RR CDU zero
IMU operate discrete
IMU CDU fail
RR CDU fail

Sub-total:

1T-20D-04-9C

shaft angle error command
trunnion angle error command

Sub~-total:

0T-0D-

24-0C

Al2
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Table A-4. CDU SIGNALS (contimnued)

D&C

forward velocity

lateral

Ey pitch error (IG AC DAC output)
Ez roll error (MG AC DAC output)
Ex yaw error (OG AC DAC output)

Sub-total: OT-0D-5A-0C

CDU #ero 51.2KFPS
+40g IG
-ABg IG
+40g MG
~ABg MG
+A8g 0OG
-08g 0G

Sub-total: 1T-6D-0A-0C

A13
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Table &-5. PSA SIGNALS

SCA

CcDU

(Signals on SCA list)

Bub-total: 4T-0D-124-3C

(Signals on CDU 1list)

Sub-total: 1T-0D-64-3C

800 Hz 5% Phase A

800 Hz 5% Phase B

800 Hz 1%

3.2K Hz PIPA and IRIG ref.
3.,2K Hz feedback

IG error

MG error

0G error

IG torque motor

MG torque motor

0G torque motor

IMU temp. within limits
+D28 IMU operate

+D28 IMU standby

Sub-total: 5T-0OD-6A-3C

+D28 IMUJ operate
Pulse torque P.S. inhibit

Sub-total: OT-0D-04-2C

3.2 KPPS set

3.2 KPPS reset

800 PPS set

800 PPS reset

25.6 KPPS sync

ISS turn on delay complete
ISS turn on delay request
IMU temp, within limits
IMU cage discrete

IMU fail

Sub-total: 5T-0D-04-5C

Alk
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- Tgble A-5.

PANEL

IMU standby
IMU operate
IMJ cage command

Sub-total: OT-0D-0A-3C

pulse torque P.S. inhibit
Sub-total: OT-OD-04-1C

PSA SIGNALS (continued)

A15



Table

SCa

chu

A6,

IMU SIGNALS

(Signals on SCA list)

Sub-

total: OT-0D-0A-~7C

(Signals on CDU 1ist)

Sub-

total: OT-0D-124-0C

(signals on PSA 1list)

Sub~

+Tx
-Tx
+Ty
-Ty
+Tz
=Tz
+Tx
-Tx
+'T‘y
_Ty
1Tz
=Tz

total: 5T-0D-6A-3C

PIPA
PIPA
PIPA
PIPA
PIPA
PIPA
IRIG
IRIG
IRIG
IRIG
IRIG
IRIG

X PIPA error
Y PIPA error
7 PIPA error

Sub-total: OT-15D-0A-0C

Sin
Cos
Sin
Cos
Sin
Cos

Sub-

AIG
AIG
AMG
AMG
AOG
A0G

total: OT-0D-64-0C

A6
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Table A-7. PTA SIGNALS

SCA (Signals on SCA 1list)
Sub-total: OT-3D-14-0C

PSA (Signals on PSA list)
Sub-total: OT-0D-0A-2C

IMU (Signals on IMJ list)
Sub-total: OT-15D-0A-0C

LGC

PIPA interrogate pulse
PIPA switching pulse
PIPA data pulse

12.8 KPPS P.S. sync
Torque set

Torque reset

+ABx

-00x

+ABy

_.Aey

+00z

-ABz

-0Vx

+aVx

-AVy

+AVy

-AVz

+TAVzZ

gyro torque enable

Sub-total: 6T-12D-04-1C

AlT
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Table A-8. LR SIGNALS

LGC

range gate strobe

reset strobe

XA velocity gate strobe

YA velocity gate strobe

ZA velocity gate strobe

data flow

counter readout command

range low scale factor

velocity data good

range data good

antenna position #1 indication (descent)
antenna position #2 indication (hover)

Sub~-total: 5T-1D-0A-6C

12
=
e

veloeltly transmitter power monitor
range transmitter power monitor
landing radar self test

antenna position #1 command
antenna position #2 command

Sub-total: OT-0D-24-3C

% C

1]

VX4 range rate (PRF)

high range PRF

low rangs PRF

VYA analog (laierei velocity)
VZA aralog (f-+w3rd velocity)

COBEELLL

A

ai1t Josiiion #1 indication
Sub-1 Lals  0T-3D-24-2C

Al8
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Table A-8., LR SIGNALS (continued)

is

operational temp., #1
operational temp. #2
operational temp. #3

power on indication

velocity data no good

range data no good

antenna position #1 indication
antenna position #2 indication

Sub-total: OT-0D-34-5C

A19
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Table A-9. LGC SIGNALS

AOT/CCRD (Signals on AOT/CCRD 1list)
Sub-total: OT-0D-04-4C

SCA (Signals on SCA list)
Sub-total: 1T-2D-3A-2C

CDU (Signals on CDU 1ist)
Sub-total: 1T-20D-0A-9C

PSA (Signals on PSA list)
Sub-total: 5T-OD-04-5C

PTA (Signals on PTA list)
Sub-total: 6T-12D-0A-1C

BR (Signals on RR list)
Sub-total: 3T-1D-0A-4C

LR (Signals on LR 1list)
Sub-total: 5T-1D-0A-6C

+ rate of descent

- ragte of descent

rate of descent reset

TTCA translation switch enable

TTCA translation switch disable

yaw pulse command :

pitch pulse command (LPD elevation)
roll pulse command (LPD azimuth)
descent engine override (gimbal off)

Sub-total: OT-0D-04-9C

A20
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Table A9,

TTCA

+Z +translation command
-Z translation command
+Y translation command
-Y translation command
+X translation command
-X translation command

Sub-total: OT-0D-04-6C

800 Hz power synmc
OUTO 1 thru 15

key code 1 thru 5
temperature caution
operator error
verb/noun flash
LGC warining

key release

uplink activity

RR lots enable lock-on
standby light

LR position command
restart

computer activity
ISS warning

caution light reset
standby/proceed
keyboard reset

LGC SIGNALS (continued)

Sub-total: 1T-20D-0A-15C

altitude rate
stage verified
display inertial data

Sub-total: OT-1D-04-2C

[eNeoNoNeoNeNe]
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Table A-9, LGC SIGNALS (contimed)

S&C

DECA

ATCA

yaw rate command

pitch rate command

roll rate command

increase throttle

decrease throttle

DAP in control

in auto throttle

out of detent

attitude hold mode

auto mode

auto engine on command (AE or DE)
auto engine off command (AE or DE)
engine armed

start abort stage program

start abort program

gimbal off

Sub-total: OT-5D-0A-11C

roll gimbal trim
pitch gimbal trim
apparent gimbal fail

Sub-total: OT-2D-0A-1C

thruster commands Iu, 4, s, f,
thruster commands IT u, d, s, f,
thruster commands IIT u, d, s, f,
thruster commands IV u, d, s, f

Sub-total: QOT-16D-04-0C

thruster fail T u and T
thruster fail I d and s
thruster fail II 4 and f
thruster fail I u and s
thruster fail IIT 4 and f
thruster fail III u and s
thruster fail IV u and
thruster fail IV 4 and s

Sub-total: OT-0D-0A-8C

A22
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Table A4~9., LGC SIGNALS (continued)

AEA

AGS initialization (down link data)
Sub~total: OT-0D-0A-1C

1.024 x 10 PPS clock (sync signal)
bit sync pulse

downlink data

downlink stop

downlink start

Sub-total: 2T-1D-04-2C

uplink '0'
uplink '1°

Sub-total: OT-2D-04-0C

A23
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PANEL SIGNALS*

Table A-10,
Ghu

0T-0D-24-0C
PSA

0T-0D-04-3C
RR

0T-0D-6 A-11C
IR

OT-0D-24-3C
LGC

0T-0D-04-9C
TTCA

0T-0D-3A-0C
ACA

OT-0D-34-18C
DSKY

OT-0D-0A-2C
D&C

(not determined)
S&C

0T-0D-04-45C
DECA

0T-0D-14-1C
DE

OT-0D-0A-10C
AE

OT-0D-04-6C
ATCA

OT-0D-04-4C
RCS

OT-~0D-24-60C

A2L



Table A4-10. PANEL SIGNALS (continued)

RGA
OT-0D-3A~0C
- !
OT-0D-0A-6C
1s
(not determined)
cs

{(not determined)

*Signals are listed on specified assemblies.

A25



Table A-11, TTCA

LGC

PANEL

(Signals on LGC 1ist)
Sub-total: OT-0OD-0A-6C

Z translation command
Y translation command
X translation command

Sub-total: OT-0D-34-0C

A26
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Tgble 4-12,

PANEL

RCS

ACA SIGNALS

pulse yaw axis command
pulse pitch axis command
pulse roll axis command
secondary coil I u, 4, s,
secondary coil II w, d, s, f,
secondary coil IIT w, 4, s, f,
secondary coil IV u, d, s, £
ACA 4 jet enable
ACA 4 jet disable

Sub-total: OT-0D-34-18C

thruster
thruster
thruster
thruster

CDR yaw rate command
CDR pitch rate command
CDR roll rate command
SE yaw rate command

SE pitch rate command
SE roll rate command
CIR out of detent

SE out of detent

Sub-total: OT-0D-64-20C

thruster
thruster
thruster
thruster

secondary coils
secondary coils
secondary coils
secondary coils

Sub-total: OT-0D-0A-16C

CDR PTT switch
SE PTT switech

Snb-total: OT-0D-04-2C

Tu,d, s, T

iIT v, d, s, £
ITTuvw, d, s,
Vo, d, s, T,

A27
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Table A-13. DSKY SIGNALS

PSA

LGC

pulse torque P.S. inhibit
Sub-total: OT-0D-0A-1C

(Signals on LGC list)
Sub-total: 1T-20D-04-15C

RR auto angle track enable command
LR antenna position command

Sub-total: OT-0D-0A-2C

ISS warning
LGC warning

Sub-total: OT-~-0D-04-2C

A28



Table A~14. D & C SIGNALS*

CDU

OT-0D-5A4-0C
IMO

OT-0D-6 A-0C
RR

2T-2D-4A-1C
LR

0T-3D-2A-2C
LGC

OT-1D~-0A-2C
PANFEL,

(not determined)
S& C

OT-0D-6 A-1C
ATCA

OT-0D-0A-3C
AEA

2T-2D-74-0C
1s

(not determined)
cs

(not determined)

*Signals are listed on specified assemblies.
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Table

LGC

PANEL

DECA

RCS

4-15, ATCA SIGNALS

(Signals on LGC list)
Sub-total: OT-16D-0A-0C

+D28 enable 12 jet

1+D28 enable 4 jet

X translation/2 thruster select
deadband select

Sub-total: OT-0D-0A-4C

yaw RGA signal
pitch RGA signal
roll RGA signal

Sub-total: OT-0D-34-0C

(Signals on S & C list)
Sub-total: NT-0D-3A4-13C

(Signals on DECA list)
Sub-total: OT-0D-24-0C

thruster primary commands I, u, d,s, f
thruster primary commands II u, d, s, f,
thruster primary commands IIT u, d, s, f,
thruster primary commands IV u, d, s, f

Sub-total: OT-0D-0A-16C

A30
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Table A-15, ATCA SIGNALS (continued)

RGA
yaw rate signal
pitch rate signal
roll rate signal

Sub-total: OT-0D-34-0C

yaw attitude error
pitch attitude error
roll attitude error

Sub-total: OT-CD-34-0C

1600 PPS

pitch logic input error

roll logic input error

yaw logic input error

pitch attitude error

roll attitude error

yvaw attitude error

pitch RG signal

roll RG signal

yaw RG signal

X translation command

Y translation command

Z translation command

RGA spin motor line A-B

RGA spin motor 1line B-C

RGA spin motor line C-A

+D15 supply

-D15 supply

+D4 .3 supply

+D6 supply

-D6 supply

~D4 .7 primary

-D4..7 backup

deadband select

+D28 enable

thruster primary commands I u, d, s, f,
thruster primary commands II w, d, s, f,
thruster primary commands IIT u, 4, s, f,
thruster primary commands IV uw, d, s, f,

Sub-total: 1T-3D-194~18C

A31
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Table

LGC

PANEL

4-16, S & C SIGNALS

(Signals on LGC list)

Sub-total:

thruster
thruster
thruster
thruster

secondary coils
secondary coils
secondary coils
secondary coils

yaw pulse command
pitch pulse command
roll pulse command
direct yaw command
direct pitch command
direct roll command
ACA 4 jet enable

ACA 4 jet disable
start abort program
ACA out of detent
PNGS mode control/auto
PNGS mode control/attitude hold

AGS mode

control/auto

OT-5D-04-11C

Iu, d, s,

ITu, 4, s, f
IIT v, d, s, £
IVu, d, s, T

4GS mode control/attitude hold

PNGS in use/ACA out of detent followup
Z translation command
Y translation command
X translation command
+D28 descent engine control
+D28 engine arm
+D28 engine fire
engine start
engine gimbal off

deadband

select

+D28 abort stage

X translation/2 jet
descent engine override (on)
engine stop

Sub-total: OT-0D-0A-45C

A32
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Table A-16. S & C SIGNALS (continued)

ACA

DECA

(Signals on ACA 1list)
Sub-total: OT-0D-6A-2C

Ex

Ey

Ez

Ex display

Ey display

Ez display

stage verify status

Sub-total: OT-OD-6A-1C

increase throttle

decrease throttle

descent engine thrusting
auto thrust disable

anglog trim mode

manual descent engine stop
manual descent engine start
engine gimbal off

auto descent engine on
auto descent engine off
+D28 interlock

Sub-total: OT-2D-14-8C

pre-valve power

TAC power

engine TAC auto command
engine TAC manual command
SOV power/redundant feed
SOV power/engine start

Sub-total: OT-0D-04-6C

A33
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Table A-16. S & C SIGNALS (continued)

ATCA

solenoid valve A
solenoid valve B
ascent engine on command

Sub-total: OT-0D-0A-3C

pitch rate command

roll rate command

yaw rate command

yaw mode control

roll mode control

piteh mode control

+D28 enable (DAP)

pulsed yaw command

pulsed pitch command
pulsed roll command

X translation command

Y translstion command

Z translation command
+D28 descent start enable
pitch/roll 2 thruster select
ascent/descent select

Sub-total: OT-0D-3A4-13C

Ex

Ey

Bz

Ex display

Ey display

Ez Jdisplay

Acto <ugine on command
Mte o z'ne off command
ascenrt =ngine on
descent engine on

Sub-total: OT-0D-6A-4C

A3k
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Table A-16, S & C SIGNALS (contimued)

IS

yaw pulse direct

pitch pulse direct

roll pulse direct

ACA outoof detent

PGNS mode select/auto

PGNS mode select/attitude hold
AGS mode select/auto

AGS mode select/attitude hold
auto engine on command

auto engine off command

abort stage command

ascent engine on/off

descent engine on

engine fire override

Sub-total: OT-OD-0A-14C

CDR umbiliecal
SE umbilical

Sub-total: OT-0D-24-0C

A35
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Table

ATCA

A-17.  RCS SIGNALS

(Signals on LGC list)
Sub-total: OT-0D-0A-8C

propellant quantity/system A
propellant quantity/system B

Typical for systems 4, B:
ox main SOV open command (1)
fuel main SOV open command (1)
ox main SOV closed indication (1)
fuel main SOV closed indication (1)

Typical for systems A, B and feeds 1, 2:
ox feed open command (1)
fuel feed open command (1)
ox feed closed indication (1)
fuel feed closed indication (1)

ox crossfeed valve open command

fuel crossfeed valve open command

ox crossfeed valve closed indication
fuel crossfeed valve closed indication

Typical for valves A, B and quads I, IT III, IV:
ox isolation valve open (1)
fuel isolation valve open (1)
ox isolation valve close (1)
fuel isolation valve close (1)

Sub-total: OT-0D-2A4-60C

(signals on ACA 1list)
Sub-total OT-0D-0A-16GC

(Signals on ATCA 1list)
Sub-total: OT-0D-0A-16C

A36
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Table A-17. RCS SIGNALS (continued)

s
Typical for system A, B:

He regulator pressure output monitor (1)
He tank pressure (1)

He tank temp. (1)

ox manifold pressure (1)

fuel manifold pressure (1)

ox tank temp. (1)

fuel tank temp., (1)

Typical for quad I, II, III, IV:

quad cluster temp. (1)

u thrust chamber pressure (1)
d thrust chamber pressure (1)
s thrust chamber pressure (1)
f thrust chamber pressure (1)

Typical for system 4, B:

fuel primary interconnect valve not closed (1)
fuel secondary interconnect valve closed (1)
ox primary interconnect valve not closed (1)
ox secondary interconnect valve not closed (1)
fuel main SOV closed (1)

ox main SOV closed (1)

24
24
24
24
24

24

LA
44
4A
LA
44

20
2C
2C
20
20
2C

ox manifold feed not closed
fuel manifold feed not closed

Typical for valves A, B, and quad I, II, IIT, IV:

ox isolation valve closed idication (1)
fuel isolation valve closed indication (1)

Sub-total: OT-0D-344-30C

A3T
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Table

PANEL

" 8&C

GDA

ATCA

A-18, DECA SIGNALS

(Signals on LGC list)
Sub-total: OT-2D-0A-1C

manual throttle command
descent engine arm

Sub-total: OT-0D-1A-1C

(Signals on S & C 1list)
Sub-total: OT-2D-1A-8C

pitch GDA extend
piteh GDA retract

pitch GDA position signal

roll GDA extend
roll GDA retract
r0ll GDA position signal

Sub-total: OT-0D-64-0C

auto throttle command
manual throttle command
descent engine arm
descent engine start

Sub-total: OT-0D-0A-4C

pitch trim error
roll trim error

Sub-total: OT-0D-24-0C

descent engine on
Sub-total: OT-0D-0A-1C

A38
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Table 18, DECA SIGNALS (continued)

fail signal excitation

roll GDA position

pitch GDA position

descent engine arm

roll trim fail

pitch trim fail

auto thrust command

mamual thrust command

r0ll GDA position retract/extend
pitch GDA position retract/extend

Sub-total: OT-0D-34-7C

A39
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Table 4-19. GDA SIGNALS
DECA

(Signals on DECA list)
Sub-total: OT-0D-64-0C

ALO



Table A-20. DE SIGNALS

PANEL

open primary helium solenoid valve

close primary helium solenoid valve

closed primary helium solenoid valve inidication
open secondary helium solenoid valve

close secondary helium solenoid wvalve

closed secondary helium solenoid valve indication
fuel vent solenoid wvalve

fuel vent solenoid valve open indication

oxidizer vent solenoid valve

oxidizer vent solenold valve open indication

Sub-total: OT-0D-0A-10C

(Signals on S & C 1list)
Sub-total:  OT-0D-04-6C

(Signals on DECA 1ist)
Sub-total: OT-0D-0A-4C

TAC TLM pot 1

TAC TLM pot 2

thrust chamber pressure

ox temp. 1

ox temp. 2

fuel temp. 1

fuel temp. 2

He pressure regulator out manifold

ox pressure tank #1 ullage

fuel pressure tank #1 ullage

He supply tank redundant

PQGS

ox pressure engine interface

fuel pressure engine interface

pressure ambient He pre-pressure bottle
pressure He regulator out manifold redundant
pressure thrust chamber +D28

pressure thrust chamber data

Ahl
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Table A-20, DE SIGNALS (continued)

IS (continued)

Typical valves A, B, C, D:

valve closed (1)
valve not closed (1)
valve open (1)
valve not open (1)

Sub-total:

0T-0D-27A-16C

A2



Table A-21,

PANEL

latch He
latch He
latech He
latch He
latch He
latch He

Sub-total:

AE SIGNALS

solenoid
solenoid
solenoid
solenoid
solenoid
solenoid

valve
valve
valve
valve
valve
valve

0T-0D-0A-6C

(Signals on S & C list)

Sub total:

ox temp.

tank

fuel temp, tank
regulator output manifold pressure
ox tank level flow
fuel tank level flow
press oX isolation valve inlet
press fuel isolation valve inlet
press He supply tank 1
press He supply tank 2
temp, He supply tank 1
temp. He supply tank 2
thrust chamber pressure
redundant manifold pressure regulator out
ox tank ullage pressure
fuel tank ullage pressure
He primary solenoid valve closed
He secondary solenoid valve closed

O0T-0D-0A-3C

(primary) open

(primary) close

(primary) closed indication
(secondary) open

(secondary) close

(secondary) closed indication

oo

24
24
24

24
2A
24
2A

24
24
24

Typical for systems 4, B and isolation, propellant valves:

valve
valve
valve
valve

Sub~total:

open (1)
not open
closed

(1)

(1)

not closed (1)

0T-0D-254-18C

A3
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Table A-22,

AEA

DEDA SIGNALS

DEDA shift pulses
shift 4 bits out
shift 4 bits in
DEDA clock

DEDA address data
DEDA data

DEDA enter

DEDA readout
DEDA hold

DEDA clear

Sub-total: 4T-2D-04-4C

Al
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Table A-23, RGA SIGNALS

PANEL

ATCA

roll RG torque test
pitch RG torque test
yaw RG torque test

Sub-total: OT-0D-34-0C

(Signals on ATCA 1list)
Sub-total: OT-0D-3A-0C

A4S
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Table A-24. ASA SIGNALS

AEA

128 KKPS
A Vx

Ay

AVz
AlP.gqt

Al Q-dt
AlR-.dt

Sub-total: 1T-6D-04-0C

+D28

+D12

ASA temp.

29 vrms 400Hz

Sub-total: OT-0D-44-0C

ALG
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Table A-25, AEA SIGNALS

CcDU

DECA

(Signals on CDU 1list)
Sub-total: 1T-6D-04-0C

(Signals on LGC list)
Sub-total: OT-0D-04-1C

standby

+D28 enable

start abort stage program

start abort program

automatic

PGNS in use/ACA out of detent followup

Sub-total: OT-0D-0A-6C

altitude shift pulse
altitude rate shift pulse
altitude data
altitude rate data
lateral velocity

Sin «

Cos G

Sin B

Cos B

SinaQ

Cosa

Sub-total: 2T-2D-7A-0C

(Signals on S & C 1list)
Sub-total: OT-0D-6A-4C

(Signals on DECA 1ist)
Sub-total: OT-0D-04-1C

AW
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Table A-25.

DEDA

(Signals on ATCA 1list)
Sub-total: OT-OD-0A-3C

(Signals on ASA list)
Sub-total: 1T-6D-0A-0C

(Signals on DEDA 1list)
Sub-total: 4T-2D-04-4C

PGNS downlink stcp pulse
PGNS downlink bit symc pulses
AGS downlink bit sync pulses
AGS downlink stop pulse

AGS downlink data

AEA test fail

Sub-total: 4T-1D-04-1C

A48
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Table A-26. IS SIGNALS*

RR 0T-0D-3A-1C

LR OT-OD-3A-5C

LG

LGC  2T-1D-04-2C

PANEL (not determined)

DSKY  OT-0D-0A-2C

D& C (not determined)

S & C O0T-0D-0A-14C
OT-0D-34-7C

DECA
DE OT-0D-27A-16C
AE OT-0D-254-18C

ATCA  1T-3D-19A-18C
RCS  OT-OD-34A~30C
ASA  OT-0D-44-0C

AEA  4T-1D-0A-1C

cs (not determined)

#Bignals are listed ongecified assemblies.
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Table A-27. CS SIGNALS*

=
(]

OT-2D-04-0C

e,
>
=2
=
=

(not determined)

g
=

O0T-0D-04-2C

W)
g
(@]

(not determined)

6}
Qo
(@]

0T-0D-24~-0C

I

(not determined)

#¥Signals are listed on specified assemblies.
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Table A-28. SSV SYSTEMS AND EQUIVALENT LM ASSEMBLIES

SSV_SYSTEM

Optical System
Rendezvous Radar
Inertial System
Navigation Radar

G N & C Data Processor
Flight Control System
Reaction Control System
Rocket Propulsion System
Avort Guidance System*
Instrumentation Systemi

Communicationi**

#*No equivglent SSV system
*¥Not a part of G N & C

ASL

LM ASSEMBLY (or system)

AOT/CCRD

RR

SCA, CDU, PSA, IMU, PTA
LR

L.GC

PANEL, TTCA, ACA, DSKY, D & C
ATCA, S & C, RCS

DECA, GDA, DE, AE, PQGS
DEDA, RGA, ASA, AEA

IS

cs



2Cy

TABIE A-29.- IM INTERSYSTEM SIGNALS

NAVI-

RENDEZ~ GATION FLIGHT REACTION | ROCKET ABORT INSTRU- COMMUN-
SYSTEM OPTICAL | VOUS RADAR| INERTIAL RADAR COMPUTER | CONTROL CONTROL PROPULSION | GUIDANCE | MENTATION | ICATION| TOTAL SIGNALS
Optical 0-0-0~4 0-0-0-4
Rendezvous
Radar 0-0-8-0 3-1-0-4 | 2-2-10-12 0-0-3-1 5-3-21~17
Inertial 0-0-8-0 13-34-3-17] 0-0-13-4 1-6-0-0 14~40-24-21
Navigation
Radar 5-1-0-6 0-3-4-5 0-0-3-5 5-4-71-16
Computer 0-0-0-4 | 3-1-0~4 13-34~3-17 | 5-1-0-6 1-21-0~-32| 0-16-0-8 | 0~7-0-12 0-0-0-1 2-1-0-2 0-2-0-0| 24-83-3-86
Flight
Control 2-2-10-12 | 0-0-13~4 0-3-4-5 | 1-21-0-32 0-0-2-83 | 0~0-13-65 | 2-2-10-6 | 0-0-0-2% 0~0-0-2 | 5-28-52-211
Reactlion
Control 0-16-0-8 | 0-0-2-83 0~0~5-13 0-0-6-0 1-3-53-48 1-19-66-152
Rocket
Propulsion 0-7-0-12 | 0-0-13-65| 0-0-5-13 0-0-6-5 0-0-55-55 {0-0-0-2 | 0~7-89-152
Abort
Guidance 1-6-0-0 0-0-0-1 | 2-2-10-6 | 0-06-0 |0-0-6-5 4=1-4-1 7-9-26-13
Instru-
mentation 0-0-3-1 0-0-3-5 | 2-1-0-2 0~0-0-2% | 1-3-53-48 [ 0-0-55-55 |4=1-4~1 U] 7-5-118-114
Comminication 0-2-0-0 0~0-0-2% 0-0-0-2 * 0=2-0-4
Total Signals .
By Type 0-0-0-4 |5-3-21-17 | 14-40-24~21 | 5-4~7-16 }24-83-3-86|5-28-52-2111-19-66-152} 0~7-89-152 | 7-9-26-13 | 7-5-118-114] 0-2-0~4 | 68~200-406-T50%*
Total Signals
By Qluntg:y 4 46 9 32 196 29% 238 248 55 244 ) 1464%%
NOTES: Signal entries in following order (Timing-Digital-Analog-Control Discretes)

® Includes only G N & C assembly signals.
*%  Note that each signal has been counted twice in these totals.




APPENDIX B
A Probabilistic Analysis of Error Control Techniques

Many error control techniques have been proposed, employed and described in
the literature. Selection of a particular technique is a difficult task
that involves many complex considerations. The lack of a common performancze
measure and the limited perspective of each reported technique contribute

to the task difficulty. The probabilistic analysis reported in this
Appendix alleviates these difficulties and offers a convenient basis for

evaluation of the effectiveness of error control techniques.

The motivation for employing error control is to increase the ocutputted data
reliability from that achievable with the basic channel error rate. A
rational criteria for selecting a particular technique would be to obtain
the highest reliable information rate that involves the least equipment
complexity. It is difficult to assign a common measure to equipment
complexity since it is dependent on available devices, their reliability,
and the designers ingenuity. However, a standard measure of effectiveness

can be devised to allow judicious decisions between techniques.

An acceptable measure of effectiveness would certainly have to include, the
quantity of information, the reliability of the information, and the total
data transmission time. These factors suggest a figure of merit termed the
reliable information rate that is defined as

(number of correct information bits)(probability of outputting
correct information)

to%éi¥aaté transmission time.

1>

This measure will be determined from a probabilistic approach for the following

error control techniques:

1. Majority vote of independent channels

2., Majority vote of redundant transmissions

Bl



. Error Detection Coding
Error Correction Coding
Error Detection Coding/Retransmission

Data Feedback

o W

To maintain perspective on the effectiveness of these techniques, the

reliable information rate of direct data transmission will be used as a

reference.

Probsbilistic Approach

There are only three possibilities for received and processed data with the

techniques under consideration:

. correct information is outputted - PC
e incorrect information is outputted - PI

e information 1s rejected. - PR

These probablilities are determinsd by the following channsl and processing
characteristics:

e channel error probability - Pe

e channel error pattern statistics - P(e,n)

e cerror detection probability - Pd
® error correction probability - PC:PC/d-Pd

e data block length - n=mtk
° information bits per block - m
e coding bits per block - k

o number of block transmissions - t
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The probabilistic relations will be determined for a Gaussian channel where bit
errors are independent and the probability of e or more errors in block

length n is given by

n . -3
Ple,n) =2 ()P (1-p )"0,
j=e L © e

For small nPe,
P(o,n) ~ TP

P(e,n) ~ nP_.

The approach could also be applied to a burst channsl model but will not be

reported here.

The detection and correction probabilities are dependent on the particular
technique employed., When codes are used, Pd and Pc are functions of k, n,
and P(e,n). Explicit relations between these variables are incalculable
except for specific codes. However, bounded relations have been published.
(Ref. 13, 15)

Direct Data Transmission

In direct data transmission, m bits are transmitted through the channel.
Since there is no processing, the m bits are simply outputted either
correct or incorrect dependent on the occurrence of bit errors. The
probability tree of Figure B-1 illustrates the process. The probabilities
are readily obtained and evaluated for the Gaussian channel.

P, = P(o,m) =~ ‘l—mPe

P = P(e,m) = 1-P(o,m) ~mP
PR =0
and mPc (1-mP )
F=—— = — e
mT T R
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Majority Vote of Independent Chanrels

In this technique, m bits are simultanzously transmitted through a number
of independent channels. The received bits are compared with a majority
rule prior to output. For 3 channels, the effective outputted bit error

rate will be

3 . .
- 3 iq_py3-1 2
Pb _-2_ (i) P (1 Pe) ~ 3P ..
i=2
For an odd number of channels, there can be no indecision as illustrated

in Figure B-2. Hence, the Gaussian channel probzabilitites are

2
Py = P(o,m) ~ 1-3mP
P_ = P(e,n) = 1-P(o,m) ~ap
P, =0

and 2
F = mP{o,m)N (1—3mPe )

mT ~ T .
This technique functions to reduce the channel bit error rate with subsequent
reduction in outputting incorrect informstion. An improvement factor of

3Pe is realized for three channels compared to direct data transmission.

Majority Vote of Redun‘ant Transmissions

This technique achieves independent bit errors by redundantly transmitting
the m bits through a single chamnel. The received bits are stored and then
processed with a majority rule prior to output. The resultant probabilities
are identical to those obtained from independent channels when the number

of channsls equals the nimber of redundant transmissions. Hence, for 3

Bh



transmissions

2
PC = P(o,m) ~ 1—3mPe
_ N 2
Pr = P(e,m) ~ 3mP
PR =0
and 2
F=D P(o.m)nv (1—3mPe )

3mT -~ 3T .

Redundant transmissione also functions to reduce the channel bit error
rate. The improvement is obtained by a corresponding reduction in throughput

rate.

Error Detection Coding

m data bits are encoded with the insertion of k check bits to form a coded
block of length n. The n bits are passed through the channel and decoded.
The decoding policy rejects the data block when srrors are detected and

outputs the data when nc errors are detected as illustrated in Figure B-3.,

Letting P, be the probability of detecting all error patterns of e or

d
less errors in a block length n,

P, = P(o,n) ~ 1-nP

C
Py = P(e,n)(‘l—Pd) ~ nP (‘l—Pd)
PR = P(e,n) ’Pd ~ nPe_'Pd
and
F =D P(o,n) (1_nPe)

nT ~ (14%x/m)T.

The technique provides n> improvement in cutputting correct information,
Instead, a reduction in incorrect output information is obtained by rejecting

the data block.
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Error Correction Coding

Encoding the m data bits with an error correcting code of k check bits

would be an improvement compared to error detection coding. The received

n bits are decoded with a policy that 1) correctly outputs those data

whose errors are within the code capability to detect anl correct, 2) rejects
those data with detectable but un~orrectable errors, or 3) incorrectly
outputs those data with unietectable errors. The policy is shown in

Figure B-4 where P_ is as previously defined and Pc/d is the conlitionszl

d
probability of correcting errors that hsve been detected from which

P =P .P.. The desired probabilities are expressed as
c c/d " d

P, = P(o,n) + P(e,n)'Pd'Pc/d A 1—nPe(1-Pc)

PI = P(e,n)(1—Pd) IS nPe(’P—Pd)

Pp = P(e,n)-Pd'(1-Pc/d)f¥ nPe(Pd_Pc)
and

. ‘I—nPe(‘I—PC)

= (tk/m)T  °

The improvement is realized by correcting a fraction of the data that

would have been rejected. The significance of the improvement compared to
direct data transmission is entirely dependent on the code. In fact,
improvement beyond direct data transmission is realized only when Pc>k/n.
Otherwise, the increased errors due to code redundancy will exceed the error

correction capability of the code.

Error Detection Coding/Retransmission

The use of an error detection code with correction by retransmission offers

more improvement than obtainable from error correction coding. The error
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detection coding would be identical to that previously described with
the decoding policy altered to request a block retransmission instead of

rejection as shown in Figure B-5.

The probabilities for any single transmission ae identical to those for

error detection coding,

' n

Py = (1—Pe) s 1-nP_

' = — n — —~ —
Py = L1—(1 P_) IS P,) ~ nP_ (1 Pd)
1 _ _ _ n . .

Pp = L1 (1 Pe) JPd~ nP P

The probability of exactly t transmissions is
= p (81 p!
P(t) = Py (1-Pg)

which decreases very rapidly for small nPeP The desired probabilities

q
for t transmissions can be shown to be,

'y
p (6 _ X ooy | U
c - C ‘R - Tc '
i=1 (1-Pp)
't
by a(sl ,  1-P
PI(t) =5 PIPR(l s P &
i=1 1-P
e
(t) _ p't
Ppo " = PR

Substitution of the primed quantities yields
t
1-(oP P,) )J
1—nPePd
1-(nP_P )Y
) L e d
d 1—nPeP

Po(t) ~ (1-mp ) L

PI(t) A nPe(‘I—P -

Po(t) ~ (nPePd)t.

BY



The retransmissions provide improvement by increasing the probability of
a correct output while decreasing the probability of an incorrect output.
The improvement can be substantial as demonstrated below. A conservative
bound on the probability of detecting an error given that an error has

occurred in a block code with k parity checks, would be

-k
> 1=
Pyz 127

Since nPe <<1, PC(t) would rapidly converge to

1-nP
e

C 1—nPePd .

With substitution of the bounded expression and algebraic manipulation,
1
-k
‘]+nPe2

P

PC%

Employing the identity = = 1-X-X 2.x3,

-k
PC a3 1-nPe-2 .

The bounded probability of an incorrect output can be similarly obtained as

PI e npe'2_k.

Thus, retransmission vffers an improvement relative to a direct transmission
by a factor of (1+k/m)2 for an error detecting block code. For a block
length of 300 bits, including 30 check bits, and a P_ = 1077, P_ ~ 3107 2

for retransmission as opposed to 3X10 -3 for direct transm1551on.

It should be ncted that the throughput rate can be maximized by proper
selection »f block length as a function of chanvel error rate and the

quantity of coding bits. The reliable information rate is

mP(t) (1-nPe)L1—(nPePd)tJ
ntT (1+k/m)tT(1—nPePd) .

F(t) =
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Data Feedback

A comparison between the received data bits anl corresponding transmitted
data bits constitutes an ideal error detection method that can be approxi-
mated by employing data feedback., The process consists of assigning the
m information bits to storage at the source as they are inserted into the
channel. The received data would be placed in storage at the receiver
station and then returned thru the channel to the source station. The
stored bits are compared with corresponding returned bits and either causes
a retransmission nupon disagreement of one or more bits, or signals the
receiver to accept its stored data. All errors in:urred on the forward
and feedback transmissions will be detected except when the feedback
trénsmission errors are an exact complemen! of the forward transmission
errors. The conditional probability of this event, given that errors

occurred on both transmissions, for a data block length m is
1 _ ,=2m
o 2 7.

— 1
Ple,=e.) = —
1 72 2m >

The probabilities for this process can be computed from Figure B-6. For

a single roun? trip transmission,

! 2 2m
Po = P (o,m) = (1—Pe) ~ 1-2mP_

! 2 =\ 2m |.—2m -2m
Py = P2(e,m) P(e,=8,) = L1-(1-P_)" 12" & 2uP -2

U | o _(q_p YW | . _o=2my _,—2m
Pr = 1-Py-PL L1-(1 P_) J(q-272my 2nP_(1-272")

The probability of exactly t round trip trensmissions is
= p' (t-1) ' (t-1)
P(t) = Pp (1-Pp) ~ 2mP_

which decreases very rapidly. The desired probabilities for t transmissions
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are L

% . , 1-P
p =5 pp (1) -p (—By
c~ % . ‘c'Rr C '
i=1 1—PR
4
t IR N 1 1-P
p.=5 ppit(d1) p (—2)
1~ % TR I '
i=1 1—PR
_ o't
Pp = Py

After substituting the primed relations for small mPe and some manipulation,

(1-2uP ) L1—12mPe(1-2'2m)ftJ

P.~

C "21'[1)

1-2mP _(1-2
e

(2111138)2'2m L1-isze(1—2'2m)ftJ

1-2mPe(1—2‘2m)

PI%

P, = lanp_(1-272%)JF,
For a block length of 300 bits and Pe:10—5, Pfx6X1O~183 for data feedback
compared to:wBX1O_12 for retransmission and:w3X10"3 for direct data transmission.
The example illustrates the tremendous data reliability realized with data
feedback, For the same example, PR36X1O_3 for feedback and ~3%X10~2 for
the retransmission technique. Thus, the prbability of only 1 transmission
would be 0,994 and 0.997 for the respective techniques; an insignificant

difference compared to the data reliabilidty.

A comparison of either the exact or approximate expressions for data feedback
with corresponding expressions for error detection coding/retransmission
reveals an interesting fact. All expressions are exactly equivalent for an

error detection code with
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Pd=1—2_2m and  mek.

It can be concluded that dats feedback will provide better performance than
a highly redundant error detection code without the need for encoders and
decoders. The excellent performance coupled with elimingtion of encoders
and decoders in all bus interfaces clearly indicates data feedback to be

a preferred technique for high reliability on a Gaussian channel,

The reliable information rate is

-2m\ tt
mPC(t) (1—2mPe)|_1—JLsze(1—2 )TJ

F(t) ~ omtT

247L1 ~2mP_(1 pRmy |
and can be expanded to the following form for 2mPe<<1,

(1 —2mPe2'2m) L1 —isze (12725t |
24T )

F(‘t) =

As in the previous case, the maximum throughput rate will be obtained by

proper choice of data block length for the particular channel error rate.
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o Pe @- o] 3&
P PI
Figure B-1. Direct Data Transmission Probabilities
o P, .- 7 P(o,m) P,

Figure B-2. Probabilities for Majority Vote of Independent Channels or
Reduncdant Transmissions

Figure B-3. Error Detection Coding Probagbilities
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Figure B-4. Error Correctlon Coding Probabilities

Figure B-5. Error Detection Coding/Retransmission Probabilities

OPC

_ - P
1 P(e1 e2) R

e
A4

Figure B-6. Data Feedback Probabilities

NASA-Langley, 1971 —— 31
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